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Abstract

In the present thesis we study the a posteriori error estimates for elliptic

partial differential equations in the finite element method to assess the error

of the approximate solution in the employed triangulation. For this purpose,

we firstly discuss the general theory of the finite element method in one and

two dimensions: the variational formulation for general differential equation

is obtained, also, the discretization system of the variational form is discussed

for general boundary conditions. In this essence, numerical solutions for

some differential equations are provided using the Matlab software.

A posteriori error estimator is a quantity which bounds or approximates the

error and can be computed from the knowledge of numerical solution and

input data. The advantage of any a posteriori error estimator is to provide

an estimate and ideally bounds for the solution error in a specified norm or

in a functional of interest if the problem data and the finite element solution

are available. To achieve our goal, required basic concepts to obtain a

posteriori error estimates for the finite element solution of an elliptic linear

differential equation are reviewed. We give the basic ideas to establish global

error estimates for the energy norm as well as goal-oriented error estimates.

Moreover, a posteriori error estimates for general differential equations are

obtained in more details.

iv
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Introduction

The finite element method (FEM) is a numerical technique for solving

problems which are described by partial differential equations that arise in

scientific and engineering applications. The FEM uses a variational form of

the problem that involves an integral form of the differential equation over a

given domain where this domain is divided into a number of subdomains

called finite elements.

We are interested in the existence and a posteriori estimates of the weak

solutions of linear elliptic differential equations. Such problems arise in a

variety of situations in biology, chemistry, or physics,...etc. The purpose of

this thesis is to study the finite element method for second order elliptic

problems in one and two dimensions and find the a posteriori error estimates

for Poisson, reaction-diffusion, and convection-diffusion problems.

In this thesis the Sobolve spaces that are used in the variational

formulation of differential equations and some other required concepts are

defined. The classifications of the differential equations according to the

value of demonstrate to elliptic, hyperbolic and parabolic, and according to

the boundary conditions, Dirichlet, Neumann, and Robin problems are

explained. We formulate the general theorems for existence and uniqueness

in Hilbert space framework and state the conditions that spaces and bilinear

form should satisfy. These results are applied to investigate the solvability of

particular partial differential equations.

The core of this work starts with the discussion of the variational

formulation and the discretization of the problem with homogenous and
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mixed boundary conditions. We construct a variational (weak) formulation

by multiplying both sides of the differential equation by a test function

v(x) ∈ V such that V is some Sobolve space and then integrate over the

interval by parts. The aim of introducing the notation of weak formulation is

to give access to the existence and uniqueness results for the solutions which

is well suited for the numerical approximation of such problems. In the

discretization we construct a finite element dimensional space Vh of

continuous linear functions on the partition τh, and find U(x) ∈ Vh such that

the variational formulation holds. Then we discuss the error estimate which

is the difference between the approximate solution uh and the exact solution

u. The both types of error are a priori and a posteriori error estimates. The

first type is error bounds given by known information on the solution of the

variational problem and the finite element function space, where the second

type is error bounds given by information on the numerical solution obtained

on the finite element function space.

In this thesis we will focus on three types of problems :Poisson,

Reaction-Diffusion, and Convection-Diffusion Problems, where the main task

is to discuss the a posteriori error estimates for these problems.

The Poisson equation as the model problem for elliptic partial differential

equation. It arises, e.g., in structural mechanics, theoretical physics as

gravitation, electromagnetism, elasticity and in many other areas of science

and engineering. The poisson problem is defined as :

−∆u(x) = f(x), x ∈ Ω.

The reaction-diffusion problem arises naturally in systems consisting of

many interacting components as chemical reactions, and are widely used to

describe pattern-formation phenomena in variety of biological, chemical and

physical systems. The typical form is as follows:

−ε∆u+ cu = f, in Ω .

The convection-diffusion problems very often happen that the solution

have a convective nature on most of the domain of the problem, and the

diffusive part of the differential operator affect only in certain small

2



subdomains. They usually have a degree of instability. Common sources of

convection-diffusion problems are the Navier-Stokes equations,

semiconductor device modeling, and from financial modeling,[6], the

Black-sholes equation. The convection-diffusion is defined as :

−ε∆u+ b.∇u+ cu = f, in Ω.

This project consists of six chapters. Chapter One will be about the FEM

in general. Chapter Two talks about the variational formulation and

discretization of differential equation. The error estimation in its both types,

a posteriori and a priori, will be explained in Chapter Three. The a

posteriori error estimate for Poisson equation is discussed in Chapter Four.

Chapters five and six will be about a posteriori error estimate for

reaction-diffusion and convection-diffusion problems, respectively.

3



Chapter 1

General theory of FEM

1.1 Sobolev spaces

In this section we introduce a class of spaces called Sobolev spaces that are used in the

variational formulation of differential equations. We begin the concept of a multi-index,

let N denote the set of all non-negative integer. An n-tuple α = (α1 , α2 , ... , αn) ∈ N
n

is called a multi-index. The non-negative integer |α| =∑n
i=1 αi is the length of the

multi-index.

Let

Dα =

(
∂

∂x1

)α1

...

(
∂

∂xn

)αn

=
∂|α|

∂x1
α1 ...∂xn

αn
,

Ω be an open set in R
n and let k ∈ N.

Definition 1. Let Ω be an open set in R
n, u ∈ N. Define spaces Ck(Ω), Ck(Ω̄), C∞(Ω)

by

Ck(Ω) = {u : Ω → R : Dαu is continuous in Ω, ∀ |α| ≤ k},
Ck(Ω̄) = {u : Ω̄ → R : Dαu is continuous in Ω̄, ∀ |α| ≤ k},
C∞(Ω) = {u : Ω → R : Dαu is continuous in Ω, ∀ α ∈ N

n},

where Ω̄ is the closure of Ω. If Ω is bounded, Ω̄ = Ω ∪ ∂Ω, where ∂Ω is the boundary of

Ω. Denote C(Ω) = C0(Ω) and C(Ω̄) = C0(Ω̄).

4



Definition 2. The support of a continuous function u defined on an open set Ω ⊂ R
n

is defined as the closure in Ω of the set {x ∈ Ω : u(x) 6= 0}. We shall write supp u for

the support of u. Thus, supp u is the smallest closed subset of Ω such that u 6= 0 in Ω.

Let C∞
0 (Ω) =

⋂

k>0C
k
0 (Ω), where Ck

0 (Ω) is the set of all u contained in Ck(Ω) whose

support is a bounded subset of Ω.

Definition 3. A function f : Ω → R is locally integrable if f ∈ L1(K) (i.e.,
∫

k
|f | < ∞) for every bounded open set K such that K̄ ⊂ Ω. The space L1

loc(Ω) consists

of locally integrable functions.

Suppose that u is a smooth function, say u ∈ Ck(Ω), with Ω an open subset of Rn,

and let v ∈ C∞
0 (Ω), then

∫

Ω

Dαu(x)v(x) dx = (−1)|α|
∫

Ω

u(x)Dαv(x) dx, |α| ≤ k.

Note that this formula is just integration by parts and all terms involving over the

boundary Ω have disappeared because v and all of its derivatives are zero on the

boundary.

Definition 4. Suppose that u and wα are locally integrable function defined on Ω such

that ∫

Ω

wα(x)φ(x) dx = (−1)|α|
∫

Ω

u(x)Dαφ(x) dx, ∀φ ∈ C∞
0 (Ω),

then the weak derivative of u of order α denoted by Dαu is defined by wα = Dαu.

Remark : If a locally integrable function has a weak derivative then it is unique.

Definition 5. Let Ω denote an open subset of Rn and assume p ∈ [1,∞). The space

Lp(Ω) of integrable functions is defined by

Lp(Ω) =
{
v : Ω → R;

∫

Ω

|v(x)|p dx < ∞
}
.

Definition 6. A set M is called complete if every Cauchy sequence in M converges to

an element in M .

Note that a complete inner product space is called a Hilbert space.

5



Definition 7. [12] Let k be a non-negative integer and suppose that p ∈ [1,∞] ,we define

wk
p(Ω) = {u ∈ Lp(Ω) : D

αu ∈ Lp(Ω), |α| ≤ k},

wk
p(Ω) is called a Sobolev space of order k.

Define the Sobolev norm

||u||wk
p(Ω) =

(
∑

|α|≤k

||Dαu||pLp(Ω)

)1/p

,when 1 ≤ p < ∞,

where ||u||Lp(Ω) =
(
∫

Ω

|u(x)|pdx
)1/p

.

||u||wk
∞
(Ω) =

∑

|α|≤k

||Dαu||L∞(Ω),when p = ∞,

where ||u||L∞(Ω) = supx∈Ω|u(x)|.

An important special case corresponds to taking p = 2, the space wk
2(Ω) is then a

Hilbert space with the inner product

(u, v)wk
2 (Ω) =

∑

|α|≤k

(Dαu,Dαv),

where the inner product is defined as (u, v) =

∫

Ω

u(x)v(x)dx.

We usually write Hk(Ω) instead of wk
2(Ω).

Some definitions of wk
p(Ω), see [52]; and its norm, for p = 2, k = 1,

H1(Ω) =

{

u ∈ L2(Ω) :
∂u

∂xj
∈ L2(Ω), j = 1, ..., n

}

.

||u||H1(Ω) =

(

||u||2L2(Ω) +

n∑

j=1

∣
∣
∣
∣
∂u

∂xj

∣
∣
∣
∣
2

L2(Ω)

)1/2

.

|u|H1(Ω) =

( n∑

j=1

∣
∣
∣
∣
∂u

∂xj

∣
∣
∣
∣
2

L2(Ω)

)1/2

.

6



For p = 2, k = 2,

H2(Ω) =

{

u ∈ L2(Ω) :
∂u

∂xj

∈ L2(Ω),
∂2u

∂xi∂xj

∈ L2(Ω), i, j = 1, ..., n

}

.

||u||H2(Ω) =

(

||u||2L2(Ω) +
n∑

j=1

∣
∣
∣
∣
∂u

∂xj

∣
∣
∣
∣
2

L2(Ω)
+

n∑

i,j=1,i 6=j

∣
∣
∣
∣

∂2u

∂xi∂xj

∣
∣
∣
∣
2

L2(Ω)

)1/2

, i 6= j.

|u|H2(Ω) =

( n∑

i,j=1

∣
∣
∣
∣

∂2u

∂xi∂xj

∣
∣
∣
∣
2

L2(Ω)

)1/2

.

Finally, we define the special Sobolev space H1
0 as the closure of C∞

0 in the norm

||.||H1(Ω) .

H1
0 (Ω) = {u ∈ H1(Ω) : u = 0 on ∂Ω}.

Note that H1
0 (Ω) is a Hilbert space, with the same norm and inner product as H1(Ω).

Lemma 1. Poincare Inequality

Suppose that Ω is a bounded open set in R
n and let u ∈ H1

0 , then there exist a constant

CΩ , independent of u, such that

∫

Ω

|u(x)|2dx ≤ CΩ

n∑

i=1

∫

Ω

∣
∣
∂u(x)

∂xi

∣
∣2dx ,

i.e.,

||u||Lp(Ω) ≤ CΩ||∇u||Lp(Ω).

see [52] for the proof.

Young’s Inequality.

When 1 < p < ∞ and a, b ≥ 0, Young’s inequality is the expression

ab ≤ p− 1

p
a

p−1
p +

1

p
bp

In particular, if p = 2, we have Cauchy’s inequality

ab ≤ 1

2
(a2 + b2).

7



Definition 8. Let V be a vector space, then

1. A linear functional on V is a function φ : V → R that is linear in the sense that

φ(v + w) = φ(v) + φ(w)

φ(αv) = αφ(v)

∀v,w ∈ V , and ∀ α ∈ R.

2. The dual space V ′ of the vector space V is the set of all linear functional on V ,

or the space of linear functional on V .

1.2 Classification of partial differential equations

(PDEs)

In this section, we will consider the general second order linear PDE and will reduce it

to one of three distinct types of equations.

The most general form of a linear second order PDE in two independent variables x, y

and the dependent U(x, y) is

AUxx +BUxy + CUyy +DUx + EUy + FU +G = 0,with A, ..., G are given functions.

Let M = B2 − 4AC denote the discriminant of the given equation, then this equation is

called

1. Elliptic when M < 0 .

2. Parabolic when M = 0.

3. Hyperbolic when M > 0.

Another form of a linear second order PDE can be described as follows

−∇.(A∇u) + b.∇u+ cu = f, (1.1)

where A : Ω → R
n×n is matrix of real-valued functions, b : Ω → R

n is a vector of

real-valued functions, and c : Ω → R is a real-valued function.

8



Definition 9. An n× n matrix operator A is called positive definite if vTAv > 0 for

any v 6= 0.

Definition 10. The equation (1.1) is said to be, see [59],

1. elliptic in x ∈ R
n , if A(x) is positive definite or negative definite .

2. hyperbolic in x ∈ R
n , if n− 1 eigenvalues of A(x) are of the same sign and one is

of the opposite sign.

3. parabolic in x ∈ R
n , if n− 1 eigenvalues of A(x) are of the same sign, one equals

null and rang(A, b) = n.

Note that we say equation (1.1) is elliptic in Ω if A(x) for all x ∈ Ω is positive definite or

if for all x ∈ Ω is negative definite.

Now we will classify the second order linear PDE by the boundary conditions [42],

where there are three types of boundary conditions. Defining a domain Ω, and its

boundary ∂Ω, the three boundary conditions are :

1. Dirichlet boundary conditions with u = g on ∂Ω.

(a) Homogeneous Dirichlet if g = 0.

(b) Inhomogeneous Dirichlet if g 6= 0.

2. Neumann boundary conditions with ∂u
∂n

= n.∇u = g on ∂Ω, where n is outward

normal to ∂Ω.

(a) Homogeneous Neumann if g = 0.

(b) Inhomogeneous Neumann if g 6= 0.

3. Mixed (Robin) boundary conditions if ∂u
∂n

+ γu = g on ∂Ω, where n is outward

normal to ∂Ω and γ is constant.

.
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1.3 Finite element method (FEM)

The finite element method is a numerical technique for solving problems

which are described by partial differential equations that arise in scientific

and engineering applications. It uses a variational problem that include an

integral of the differential equation over the problem domain. This domain is

divided into a number of subdomains called finite elements.

The advantage of the FEM compared with finite difference method is that

the FEM useful for problem with complicated geometry and material

properties where analytical solutions can not be obtained, and general

boundary conditions can be handled relatively easily. Also, the FEM has a

solid theoretical foundation which gives added reliability and in many cases

makes it possible to mathematically analyze and estimate the error in the

approximation.

In this method we start from a reformulation of the given differential

equation as an equivalent variational problem.

A short history

The finite element method, [10, 20, 28], was first proposed in 1909 by Ritz

who developed an effective method [48] for the approximate solution of

problems which contains an approximation of energy functional by the

known functions with unknown coefficients. In 1943 the German

mathematician Richard Courant [17] increased possibilities of the Ritz

method by introduction the special linear functions defined over piecewise

linear approximations on subregions, and he used a finite element type of

procedure in a potential energy minimization of a functional for the torsion

stress function using grid point values as the unknown parameters. Over the

period 1950− 1962, Turner, Clough, Martin and Topp [53] generalized and

perfected the Direct Stiffness Method and he oversaw the development of the

first continuum based finite elements. An important contribution was

brought into finite element method development by the papers of Argyris

and Kelsey [3, 4] Clough [15, 16], Hrennikov [26]. Although the name finite

element method was not introduced until 1960 when it was proposed by

10



Clough [15, 16] The first book on finite element method was published in

1967 by Zienkiewicz and Cheung [57] and called (The finite element method

in structural and continuum mechanics). The mathematical analysis of these

methods began in the 1960’s. In 1962 Friedrichs [21] used piecewise linear

function on triangles to derive a system of equations for solving problems on

a general domain. In 1963 Oganesjan [40] proved the first a priori estimate

for the error in H1 norm for Laplace’s and more second order elliptic

equations, e.g., for plates. And in 1968 The a priori error estimate for

quadratic elements on triangles was produced by Zlamal[58]. In the late

1970’s, work on a posteriori error analysis began, the paper of Babuska and

Rheinboldt [7, 8] published in 1978 is often cited as the first work aimed at

developing rigorous global error bounds for finite element approximations of

linear elliptic two-point boundary value problems.

1.4 Variational formulation and discretization

To make the concept of the FEM clear to the reader, we will study in this section the

following two problems, consider the ODE and PDE problems.

1-D : −u′′(x) = f(x), α < x < β, u(α) = u(β) = 0.

2-D : −∆u = f in Ω, u = 0 on ∂Ω,

where ∆u = ∂2u
∂x1

2 +
∂2u
∂x2

2 , and Ω is a domain in the plane with boundary ∂Ω.

1.4.1 One-dimensional problem

Consider the 1-D two-point boundary value problem

−u′′(x) = f(x), α < x < β,

u(α) = u(β) = 0,

where f is a source function. Construct a variational (weak) formulation by multiplying

both sides of the differential equation by a test function v(x) ∈ V , where V = {v : v is

continuous function on [a, b], v′ is piecewise and bounded on [α, β], and v(α) = v(β) =

0}.

11



Now integrate over the interval [α, β]

∫ β

α

−u′′(x)v(x)dx =

∫ β

α

f(x)v(x)dx

−u′(x)v(x)
∣
∣β

α
+

∫ β

α

u′(x)v′(x)dx =

∫ β

α

f(x)v(x)dx,

but v(α) = v(β) = 0 ,then

∫ β

α

u′(x)v′(x)dx =

∫ β

α

f(x)v(x)dx, v ∈ V. (1.2)

The solution u is then known as a weak solution to the problem (1.2). Using the

notations

a(u, v) =

∫ β

α

u′v′dx,

F (v) =

∫ β

α

f(x)v(x)dx,

we then reformulate the variational formulation (1.2) in an abstract form as follows:

Find u ∈ H1
0 (Ω) such that

a(u, v) = F (v), ∀v ∈ H1
0 (Ω). (1.3)

Discretization

Construct a finite element dimensional space Vh of continuous linear functions on the

partition τh , α = x0 < x1 < ... < xm+1 = β.

The problem is now to find U(x) ∈ Vh such that

∫ β

α

U ′(x)v′(x)dx =

∫ β

α

f(x)v(x)dx, ∀v ∈ Vh, (1.4)

where Vh = {w ∈ V : w is linear on each subinterval Ij , w(α) = w(β) = 0 }.
We will define Ij = [xj−1, xj ] , hj = xj − xj−1 , h = maxhj for j = 1, ..., m+ 1 . The

12



subspace Vh can be spanned by the following basis functions,

φj(x) =







x−xj−1

hj
, xj−1 ≤ x ≤ xj ,

xj+1−x

hj+1
, xj ≤ x ≤ xj+1,

0 , otherwise,

which is called the hat functions. It is clear that

φj(xi) =

{

1 , i = j

0 , i 6= j
= δji, the Kronecker delta functions.

Since U ∈ Vh, then U can be written as a unique linear combination of φj’s .

U(x) =
m+1∑

j=0

ξjφj(x) ,where ξj = U(xj).

Note that ξ0 = ξm+1 = 0 since U = 0 at x0 = α, xm+1 = β, thus, use

U(x) =
∑m

j=1 ξjφj(x) in (1.4) to get

m∑

j=1

ξj

∫ β

α

φ′
jv

′dx =

∫ β

α

fvdx, ∀v ∈ Vh.

Since {φi}mi=1 is a basis of Vh, then let v = φi, hence

m∑

j=1

ξj

∫ b

a

φ′
jφ

′
idx =

∫ b

a

fφidx, i = 1, ..., m, (1.5)

which is a quadratic system of m linear equation’s and m unknowns. Use the notations

A = (aij),

b = (b1, ..., bm)
T ,

and ξ = (ξ1, ..., ξm)
T , where

aij =

∫ β

α

φ′
jφ

′
idx, Stiffness matrix,

bi =

∫ β

α

fφidx, load vector,
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then (1.5) can be written in a matrix form as

Aξ = b.

Remarks:

1.
∫ β

α
φ′
jφ

′
idx = 0 if |i− j| > 1, i.e., A is tridiagonal matrix.

2. aij =
∫ β

α
φ′
jφ

′
idx =

∫ β

α
φ′
iφ

′
jdx = aji, hence A is symmetric.

Definition 11. (Properties of bilinear forms), [27],

Let (V, ||.||V ) be a Banach space, a(., .) be a bilinear form on V × V to R, and F (.) be a

linear form on V then

1. a(., .) is positive if a(v, v) ≥ 0, ∀ v ∈ V .

2. a(., .) is symmetric if a(u, v) = a(v, u), ∀ u, v ∈ V .

3. a(., .) is continuous if ∃ γ > 0 such that |a(u, v)| ≤ γ||u||V ||v||V , ∀ u, v ∈ V .

4. a(., .) is coercive (V-elliptic) if ∃ α > 0 such that a(v, v) ≥ α||v||2V , ∀ v ∈ V .

5. F (.) is continuous if ∃ Γ > 0 such that |F (v)| ≤ Γ||v||V , ∀ v ∈ V .

Theorem 1. The stiffness matrix A is positive definite.

proof.

Write v = (v1, ..., vn), then since a(., .) is a bilinear form, it follows that

vTAv =

n∑

i=1

n∑

j=1

viaijvj =

n∑

i=1

n∑

j=1

via(φi, φj)vj

= a
(

n∑

i=1

viφi,

n∑

j=1

vjφj

)
= a(v, v) ≥ α||v||V > 0,

for any non zero v, i.e., the positive definiteness of the coefficient matrix comes form the

V-ellipticity.
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Using the linear basis functions defined before, for j = 1, ..., m, we have

(φ′
j, φ

′
j) =

∫ xj

xj−1

(φ′
j)

2dx+

∫ xj+1

xj

(φ′
j)

2dx =
1

hj
+

1

hj+1
.

and

(φ′
j, φ

′
j−1) =

∫ xj

xj−1

−1

h2
j

dx =
−1

hj

.

and

(φ′
j, φ

′
j+1) =

∫ xj+1

xj

−1

h2
j

dx =
−1

hj+1
.

Also, in the case of uniform partition, hj = h = b−a
m+1

, then Aξ = b becomes

1

h









2 −1 0 . . . 0

−1 2 −1 0 . . .
...

...
...

. . .
...

0 . . . 0 −1 2

















ξ1

ξ2
...

ξm









=









b1

b2
...

bm









.

Example: Let u be the solution to

−u′′(x) = 1, 0 < x < 1,

u(0) = u(1) = 0, (1.6)

and let I = (0, 1) be divided into a uniform mesh with h = 1
m
, calculate the finite

element approximation U for m = 3 .

solution:

Let U =

3∑

j=0

ξjφj = ξ0φ0 + ξ1φ1 + ξ2φ2 + ξ3φ3 = ξ1φ1 + ξ2φ2,

since U = 0 at x0 and x3, i.e., ξ0 = ξ3 = 0. The finite element formulation is: multiply

(1.6) by a test function v such that v(0) = v(1) = 0 and integrate over (0 , 1), we get

−u′v|10 +
∫ 1

0

u′v′dx =

∫ 1

0

1vdx

⇐⇒
∫ 1

0

u′v′dx =

∫ 1

0

vdx.
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Now, let U = ξ1φ1 + ξ2φ2, and v = φi, i = 1, 2, then

ξ1

∫ 1

0

φ′
1φ

′
1dx+ ξ2

∫ 1

0

φ′
2φ

′
1dx =

∫ 1

0

φ1dx,

and

ξ1

∫ 1

0

φ′
1φ

′
2dx+ ξ2

∫ 1

0

φ′
2φ

′
2dx =

∫ 1

0

φ2dx.

In a matrix form, this is equivalent to

1

h

(

2 −1

−1 2

)(

ξ1

ξ2

)

=

(

b1

b2

)

.

Note that 1
h
= 3 , and b1 = b2 =

1
3
since

b1 =

∫ 1

0

φ1dx =
1

2
.
2

3
.1 =

1

3
,

b2 =

∫ 1

0

φ2dx =
1

2
.
2

3
.1 =

1

3
,

which is the area of triangles. Thus, we get

(

6 −3

−3 6

)(

ξ1

ξ2

)

=

(
1
3
1
3

)

6ξ1 − 3ξ2 =
1

3
.

−3ξ1 + 6ξ2 =
1

3
.

Solving this system of equations gives

ξ1 = ξ2 =
1

9
.

Hence,

U =
1

9
φ1(x) +

1

9
φ2(x).

To study the variational formulation for 2-D problems. Firstly we set some definitions

and theorems.
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Theorem 2. The Divergence Theorem

Let Ω ⊆ R
n be a bounded open domain with smooth boundary ∂Ω, and let A : Ω̄ → R

n,

A = (A1, A2, ..., An)
T be a smooth vector-valued function, then we have

∫

Ω

∇.A dx =

∫

∂Ω

A.n ds ,

where ∇.A(x) = div A =∂A1(x)
∂x1

+ . . . + ∂An(x)
∂xn

, n(x) = (n1(x), ..., nn(x))
T is the

outward unit normal to ∂Ω, and ds is a curve element on ∂Ω.

Definition 12. Let v: Ω̄ → R be a smooth function, then

1. The gradient of v

∇v =

(
∂v

∂x1
,
∂v

∂x2
, . . . ,

∂v

∂xn

)T

.

2. The Laplacian of v

∆v =
∂2v

∂x2
1

+
∂2v

∂x2
2

+ . . .+
∂2v

∂x2
n

.

3. The normal derivative of v

∂v

∂n
= ∇v.n =

∂v

∂x1
n1+

∂v

∂x2
n2+ . . .+

∂v

∂xn
nn, where n is the outward unit normal.

The Green’s formula: Let u, v ∈ H2(Ω) where Ω is a bounded domain, then

∫

Ω

∆uv dx =

∫

∂Ω

(∇u.n)v ds−
∫

Ω

∇u.∇v dx.

Note that this formula is a simple consequence of the divergence theorem.

1.4.2 Two-dimensional problem

Consider the 2-D boundary value problem

−∆u = f, in Ω,

u = 0, on ∂Ω.

Construct a variational formulation by multiplying both sides of the differential

equation by a test function v ∈ V , where V =
{
v : v is continuous on Ω̄ , ∂v

∂x1
, ∂v
∂x2

are
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bounded and piecewise continuous on Ω̄, and v = 0 on ∂Ω
}
. Now integrate over Ω,

∫

Ω

−∆uv dx =

∫

Ω

fv dx, ∀v ∈ V.

By the Green’s theorem, we have

−
∫

∂Ω

(∇u.n)v ds+

∫

Ω

∇u.∇v dx. =

∫

Ω

fv dx.

But v = 0 on ∂Ω, then ∫

Ω

∇u.∇v dx =

∫

Ω

fv dx, (1.7)

which called the weak formulation.

Discretization:

Construct a finite-dimensional subspace Vh of V ; define Th = k1, ..., km where ki are

non-overlapping triangles such that Ω̄ =
⋃

ki∈Th
ki, and let h = maxki∈Th

(diam(ki)),

where diam(ki) is the largest side of ki, so

Vh = {U ∈ V : U is continuous on Ω ,U |ki is linear for ki ∈ Th ,U = 0 on ∂Ω}.

Find U ∈ Vh such that

∫

Ω

∇U.∇v dx =

∫

Ω

fv dx, ∀v ∈ Vh. (1.8)

Denote the internal nodes in the triangulation by N1, N2, ..., Nm , for j = 1, 2, ..., m we

define the linear function φj such that

φj(Ni) = δij =

{

1 , i = j,

0 , i 6= j,

then {φj}mj=1 is a basis of the finite-dimensional space Vh.

Since U ∈ Vh, then U can be written as a unique linear combination of φj’s

U(x) =
m∑

j=1

ξjφj(x),
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where U = 0 on ∂Ω. Now let U(x) =
∑m

j=1 ξjφj(x), and substitute in (1.8), then we get

m∑

j=1

ξj

∫

Ω

∇φj .∇vdx =

∫

Ω

fvdx, ∀v ∈ Vh.

Since {φj}mj=1 is a basis of Vh, assume v = φi,

m∑

j=1

ξj

∫

Ω

∇φj .∇φidx =

∫

Ω

fφidx, i = 1, ..., m, (1.9)

which is a system of m linear equations and m unknowns. Let A = (aij),

b = (b1, ..., bm)
T , and ξ = (ξ1, ..., ξm)

T , where

aij =

∫ β

α

∇φi.∇φjdx, Stiffness matrix,

bi =

∫ β

α

fφidx, load vector,

then (1.9) is written in a matrix form as

Aξ = b.

Remark:

aij =

∫

Ω

∇φi.∇φjdx = 0 unless Ni and Nj are nodes of the same triangle.
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1.5 Existence and uniqueness theorems

We discuss the general theorems for existence and uniqueness in Hilbert space and set

the conditions that spaces and bilinear forms should satisfy. The existence and

uniqueness of a solution to the weak formulation of the problem can be proved using the

Lax-Milgram Theorem which states that the weak formulation has a unique solution.

Theorem 3. (Lax-Milgram theorem)

Let a(., .) be a bilinear form on V × V , where V is a Hilbert space. Assume that a(., .) is

continuous and coercive. Then for any continuous linear form F (.) on V , there exists a

unique u ∈ V such that

a(u, v) = F (v), ∀v ∈ V. (1.10)

see, e.g., [12], for the proof.

The Galerkin method

The standard finite element method, which just replaces in the variational formulation

(1.3) the space V by Vh ⊂ V , is called Galerkin method: Find uh ⊂ Vh such that ∀
vh ∈ Vh

a(uh, vh) = F (vh).
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Chapter 2

FEM for general differential

equations

In this chapter, we consider linear elliptic problems that are commonly found in

mechanical and physical partial differential models. The aim is to introduce the

notation of weak formulation that gives access to existence and uniqueness results for

the solutions and that is well suited for the numerical approximation of such problems.

2.1 One dimensional problem

2.1.1 Variational formulation and discretization

Consider the two-point boundary value problem

−au′′(x) + bu′(x) + cu(x) = f(x), α < x < β,

au′(α) = γ(α)[u(α)− gD(α)] + gN(α), (2.1)

−au′(β) = γ(β)[u(β)− gD(β)] + gN(β),

where u(x), denoting the concentration of the substance, is unknown function that we

wish to compute. The following are data to the problem:

a(x) is diffusion coefficient, b(x) is convection coefficient, c(x) is rate coefficient, and

f(x) is source function. And

� γ(α), γ(β) : permeability at the end-points.
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� gD(α), gD(β) : ambient concentration.

� gN(α), gN(β) : externally induced flux through the boundary.

To derive the variational formulation, we multiply the differential equation by v ∈ H1,

and integrate over [α, β], we get

−
∫ β

α

au′′vdx+

∫ β

α

bu′vdx+

∫ β

α

cuvdx =

∫ β

α

fvdx.

Integrating by parts gives

−au′v
∣
∣
β

α
+

∫ β

α

au′v′dx+

∫ β

α

bu′vdx+

∫ β

α

cuvdx =

∫ β

α

fvdx,

which is equivalent to

−au′(β)v(β) + au′(α)v(α) +

∫ β

α

au′v′dx+

∫ β

α

bu′vdx+

∫ β

α

cuvdx =

∫ β

α

fvdx.

Use the boundary condition in (2.1),

au′(α) = γ(α)[u(α)− gD(α)] + gN(α),

−au′(β) = γ(β)[u(β)− gD(β)] + gN(β),

we obtain,

(

γ(β)
(
u(β)− gD(β)

)
+ gN(β)

)

v(β) +

(

γ(α)
(
u(α)− gD(α)

)
+ gN(α)

)

v(α)+

+

∫ β

α

au′v′dx+

∫ β

α

bu′vdx+

∫ β

α

cuvdx =

∫ β

α

fvdx .

Rearrange the terms in the previous equation to obtain,

γ(β)u(β)v(β) + γ(α)u(α)v(α) +

∫ β

α

au′v′dx+

∫ β

α

bu′vdx+

∫ β

α

cuvdx = (2.2)

(
γ(β)gD(β)− gN(β)

)
v(β) +

(
γ(α)gD(α)− gN(α)

)
v(α) +

∫ β

α

fvdx .

Thus, the variational formulation of the boundary value problem (2.1) is to find u ∈ H1

such that (2.2) holds. For more details see e.g., [5, 14, 19, 20].
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Discretization

Introducing the vector space Vh of continuous piecewise linear functions on a partition

α = x1 < x2 < ... < xm−1 < xm = β of [α, β]. Find U(x) ∈ Vh such that

γ(β)U(β)v(β) + γ(α)U(α)v(α) +

∫ β

α

aU ′v′dx+

∫ β

α

bU ′vdx+

∫ β

α

cUvdx = (2.3)

(
γ(β)gD(β)− gN(β)

)
v(β) +

(
γ(α)gD(α)− gN(α)

)
v(α) +

∫ β

α

fvdx.

We construct a set of basis functions which called the hat functions {φi}mi=1 ⊂ Vh such

that

φi(xj) = δij =

{

1 , i = j,

0 , i 6= j,

for i, j = 1, ..., m.

Now, ∀ U ∈ Vh, U(x) can be written as a unique linear combination of φi’s. i.e.,

U(x) =
∑m

j=1 ξjφj(x). To construct the discrete system of linear equations, we

substitute U(x) into (2.3), and take α = x1, β = xm, then we get

γ(xm)ξmv(xm) + γ(x1)ξ1v(x1) +
m∑

j=1

ξj

(∫ xm

x1

aφ′
jv

′dx+

∫ xm

x1

bφ′
jvdx+

∫ xm

x1

cφjvdx

)

=

(

γ(xm)gD(xm)−gN(xm)

)

v(xm)+

(

γ(x1)gD(x1)−gN(x1)

)

v(x1)+

∫ xm

x1

fvdx, ∀ v ∈ Vh.

Since {φi}mi=1 ⊂ Vh is a basis of Vh, we can assume v = φi, i = 1, 2, ..., m, to get

γ(xm)ξmφi(xm)+γ(x1)ξ1φi(x1)+
m∑

j=1

ξj

(∫ xm

x1

aφ′
jφ

′
idx+

∫ xm

x1

bφ′
jφidx+

∫ xm

x1

cφjφidx

)

=

(2.4)
(

γ(xm)gD(xm)− gN(xm)

)

φi(xm) +

(

γ(x1)gD(x1)− gN(x1)

)

φi(x1) +

∫ xm

x1

fφidx.

Which is a system of m linear equations and m unknowns. We will use the notations

A = (aij), C = (cij), M = (mij), and b = (b1, ..., bm)
T , where

aij =

∫ xm

x1

aφ′
jφ

′
idx, stiffness matrix,
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cij =

∫ xm

x1

bφ′
jφidx, convection matrix,

mij =

∫ xm

x1

cφjφidx, mass matrix,

bi =

∫ xm

x1

fφidx, load vector.

Taking into account

φi(x1) =

{

1 , i = 1,

0 , i 6= 1,
and φi(xN) =

{

1 , i = N,

0 , i 6= N,

we can write the system of equations (2.4) as









(γ(x1) + a11 + c11 +m11)ξ1 + . . .+ (a1N + c1N +m1N )ξN = b1 + γ(x1)gD(x1)− gN(x1)

(a21 + c21 +m21)ξ1 + . . .+ (a2N + c2N +m2N )ξN = b2
...

(aN1 + cN1 +mN1)ξ1 + . . .+ (aNN + cNN +mNN + γ(xN ))ξN = bN + γ(xN)gD(xN)− gN(xN )









In a matrix form, this is read as

(
A+M +R + C

)
ξ = b+ rv,

where

R =









γ(x1) 0 . . . 0

0 . . . . . . 0
...

...
...

...

0 . . . . . . γ(xN )









, contains the boundary contributions to the system matrix.

rv =









γ(x1)gD(x1)− gN(x1)

0
...

γ(xN )gD(xN)− gN(xN )









, contains the boundary contributions to the right hand side.
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2.1.2 Numerical Examples

Example 1. Consider the problem

{

−u′′(x) = 6x, 1 < x < 2,

u(1) = u(2) = 0.
(2.5)

Let I = (1, 2) be divided into a uniform mesh h = 1
m
, below we calculate the finite

element approximation U for m = 5, and m = 10.

Solution:

Firstly, find the variational formulation to the problem by multiplying (2.5) by a test

function v, such that v(1) = v(2) = 0 and integrate over the interval (1, 2), we get

−u′v|21 +
∫ 2

1

u′v′dx =

∫ 2

1

6xvdx

Find U(x) such that
∫ 2

1

U ′v′dx =

∫ 2

1

6xvdx.

Using the linear basis functions in page (12), U , for m = 5, can be written as a unique

linear combination of φj’s as

U(x) =
5∑

j=0

ξjφj, where ξj = U(xj),

=

4∑

j=1

ξjφj, since ξ0 = ξ5 = 0.

Thus
4∑

j=1

ξj

∫ 2

1

φ′
jv

′dx =

∫ 2

1

6xvdx.

Since {φi}mi=1 is a basis, then let v = φi, so

4∑

j=1

ξj

∫ 2

1

φ′
jφ

′
idx =

∫ 2

1

6xφidx, i = 1, 2, 3, 4.

The following two figures are the approximations with m = 5 and m = 10 respectively,
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depicted with the exact solution u(x) = −x3 + 7x− 6. The approximation is obtained

using the Matlab software.
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m=5
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m=10

The figures show both the exact solution (the solid line) and the FEM solution (the

dotted line). The first one is with m = 5, and the second is with m = 10.

Note that when m increases then the approximate solution becomes closed to the exact

one.
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Example 2. Consider the problem

{

u′′(x)− 5u′(x) + 6u(x) = 6x− 11, 0 < x < 1,

u′(0) = u′(1) = 2.
(2.6)

Let I = (0, 1) be divided into a uniform mesh with h = 1
m
, below we calculate the finite

element approximation U for m = 10, where the exact solution for this problem is

u(x) = ((e3 − 1)/(2(e3 − e2)))e2x + ((1− e2)/(3(e3 − e2)))e3x + x− 1.

Solution:

Firstly, find the variational formulation by multiplying (2.6) by a test function v, and

integrate over (0, 1), we get

∫ 1

0

u′′vdx−
∫ 1

0

5u′vdx+

∫ 1

0

6uvdx =

∫ 1

0

(6x− 11)vdx

⇐⇒ u′v|10 −
∫ 1

0

u′v′dx−
∫ 1

0

5u′vdx+

∫ 1

0

6uvdx =

∫ 1

0

(6x− 11)vdx

⇐⇒ u′(1)v(1)− u′(0)v(0)−
∫ 1

0

u′v′dx−
∫ 1

0

5u′vdx+

∫ 1

0

6uvdx =

∫ 1

0

(6x− 11)vdx

⇐⇒ −
∫ 1

0

u′v′dx−
∫ 1

0

5u′vdx+

∫ 1

0

6uvdx =

∫ 1

0

(6x− 11)vdx− 2(v(1)− v(0)).

Find U(x) such that

−
∫ 1

0

U ′v′dx−
∫ 1

0

5U ′vdx+

∫ 1

0

6Uvdx =

∫ 1

0

(6x− 11)vdx− 2(v(1)− v(0)).

Now, using the basis functions such that

U =
10∑

j=0

ξjφj, and let v = φi,

so,

−
10∑

j=0

ξj

∫ 1

0

φ′
jφ

′
idx−

10∑

j=0

ξj

∫ 1

0

5φ′
jφidx+

10∑

j=0

ξj

∫ 1

0

6φjφidx =

∫ 1

0

(6x−11)φidx−2(φi(1)−φi(0)),

where i = 0, 1, ..., 10. Now, using the Matlab software we get the below finite element

approximation.
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The exact solution (the solid line) and the FEM solution (the stars) are shown in the

figure above.

From the figure, it seems that the approximation is the same as the exact solution at the

nodal points, but when we zoom in, the error becomes clear, as it noted from the figure

below.
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For examples 1 and 2, the Matlab codes are appended to the thesis, see the appendix.
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2.2 Two dimensional problem

2.2.1 Variational formulation and Discretization

Consider the boundary value problem

−∇.(a∇u) + b.∇u+ cu = f, x ∈ Ω,

−n.(a∇u) = γ(u− gD) + gN , x ∈ ∂Ω,

where γ is permeability of the boundary, gD ambient concentration, and gN is externally

induced flux through the boundary. To drive the variational formulation, we multiply

the differential equation by a test function v ∈ V such that V =
{
v : v is continuous on

Ω̄ , ∂v
∂x1

, ∂v
∂x2

are bounded and piecewise continuous on Ω̄
}
. Now, integrate over Ω, to get

∫

Ω

−∇.(a∇u)vdx+

∫

Ω

b.∇uvdx+

∫

Ω

cuvdx =

∫

Ω

fvdx,

then by the Green’s formula we have

−
∫

∂Ω

(n.(a∇u))vds+

∫

Ω

a∇u.∇vdx+

∫

Ω

b.∇uvdx+

∫

Ω

cuvdx =

∫

Ω

fvdx.

Use the boundary condition above

−n.(a∇u) = γ(u− gD) + gN , x ∈ ∂Ω,

to obtain

∫

∂Ω

γuvds+

∫

Ω

a∇u.∇vdx+

∫

Ω

b.∇uvdx+

∫

Ω

cuvdx =

∫

Ω

fvdx+

∫

∂Ω

(γgD−gN )ds. (2.7)

We thus state the following variational formulation; find u ∈ V such that (2.7) holds ∀
v ∈ V .
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Discretization

Introducing the vector space Vh of continuous piecewise linear functions on a

triangulation of Ω. Find U ∈ Vh such that

∫

∂Ω

γUvds +

∫

Ω

a∇U.∇vdx+

∫

Ω

b.∇Uvdx+

∫

Ω

cUvdx = (2.8)

=

∫

Ω

fvdx+

∫

∂Ω

(γgD − gN)ds, ∀v ∈ Vh.

We construct a set of basis which called the tent functions {φi}mi=1 ⊂ Vh, where

φi(Nj) = δij =

{

1 , i = j,

0 , i 6= j,

for i, j = 1, ..., m, Nj are the nodes in the generated triangulation, refers to the number

of nodes in the given triangulation.

Now, ∀ U ∈ Vh, U(x) can be written as a unique linear combination of φi’s, i.e.,

U(x) =
∑m

j=1 ξjφj(x), see [5, 12, 19, 27, 52].

For the construction of the discrete system of linear equations, we substitute

U(x) =
∑m

j=1 ξjφj(x) into (2.8), to get

m∑

j=1

ξj
(
∫

∂Ω

γφjvds+

∫

Ω

a∇φj.∇vdx+

∫

Ω

b.∇φjvdx+

∫

Ω

cφjvdx
)
=

=

∫

∂Ω

(γgD − gN)vds+

∫

Ω

fvdx, ∀v ∈ Vh.

Since {φi}mi=1 ⊂ Vh is a basis of Vh, then we can choose V = φi, i = 1, 2, ..., m, thus

m∑

j=1

ξj
[
∫

∂Ω

γφjφids+

∫

Ω

a∇φj.∇φidx+

∫

Ω

b.∇φjφidx+

∫

Ω

cφjφidx
]
=

∫

∂Ω

(γgD − gN)φids+

∫

Ω

fφidx, i = 1, 2, ...m.

Which is a system of m linear equations and m unknowns. To simplify we introduce the
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following notations,

aij =

∫

Ω

a∇φj.∇φidx,

mij =

∫

Ω

cφjφidx,

cij =

∫

Ω

b∇φj.φidx,

rij =

∫

∂Ω

γφjφids, (2.9)

rvi =

∫

∂Ω

(γgD − gN)φids,

bi =

∫

Ω

fφidx.

Thus, we can write the system of equations as :

(
A+ C +M +R

)
ξ = rv + b, (2.10)

where

A = (aij), Stiffness matrix,

M = (mij), Mass matrix,

C = (cij), Convection matrix,

b = (bi), Load vector,

R = (rij), containes the boundary contributions to the system matrix,

rv = (rvi), containes the boundary contributions to the right hand side .
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2.2.2 Numerical Examples

Example 3. Consider the problem

{

−∆u = 2π sin(πx) sin(πy), x, y ∈ Ω,

u = 0, on ∂Ω,
(2.11)

where Ω = [0, 1]× [0, 1].

Solution:

To find the variational formulation of the problem multiply (2.11) by a test function v,

and integrate over Ω, we get

∫

Ω

−∆uvdx =

∫

Ω

fvdx,

⇐⇒ −
∫

∂Ω

(∇u.n)vds+

∫

Ω

∇u.∇vdx =

∫

Ω

fvdx,

since u = 0 on ∂Ω, then ∫

Ω

∇u.∇vdx =

∫

Ω

fvdx.

Find U such that ∫

Ω

∇U.∇vdx =

∫

Ω

fvdx,

Use the basis function in page 29, and let

U =

n∑

j=1

ξjφj , v = φi, i = 1, 2, ..., n,

where n is the number of the internal nodes. Then,

n∑

j=1

ξj

∫

Ω

∇φj.∇φidx =

∫

Ω

fφidx.

Now, using the Matlab software we get the following two figures

32



0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

The triangulation of randomly generated mesh for Ω.

0
0.2

0.4
0.6

0.8
1

0

0.5

1
0

0.2

0.4

0.6

0.8

1

xy

U
(x

,y
)

The approximation.

The first figure is the mesh plot (triangulation) of the region of the example. The second

figure is the solution of the given poisson equations on Ω = [0, 1]× [0, 1].
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Chapter 3

Error estimation

3.1 Introduction

Errors are considered so important in numerical analysis. There are many kinds of

errors including roundoff error, truncation error, error in data, and uncertainty in the

model. One of the most important issue concerning errors is to be able to control the

error which will be so useful in solving problems. Estimating errors is so helpful as it

can help us in evaluating the solution or the model itself.

One of the main and essential factor in computational sciences, is the mathematical

theory of estimating discretization error. It was noticed that many of computational

results that used the mathematical models include numerical errors. This actually can

help us in assessing the reliability of the computation of the numerical process. The use

of measures of error to control time steps in the numerical solution of ordinary

differential equations probably represents the first use of a posteriori estimates to

control discretization error in numerical solutions of initial- or boundary-value problems.

In fact, the error in the numerical solution is defined as the difference between the

exact and approximation solutions. The purpose of error estimation is to avoid

inaccuracy in the numerical solution, including the errors that come from inaccurate

discretization of the solution domain and discretization errors. Also to bound the

discretization error e = u− uh in a Sobolev space or Lebesgue norm, where u is the
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exact solution to the variational problem

a(u, v) = f(v), ∀v ∈ V, (3.1)

and uh is the approximation solution to the variational problem

a(uh, vh) = f(vh), ∀vh ∈ Vh.

The error estimate is the difference between approximate solution uh and the exact

solution u, i.e., we want the approximate solution converges to the exact solution as the

discretization parameter goes to zero. Actually, estimating the error will be easier to

understand if its dimensions are exactly similar to the solution variable. In general, this

process has not been accepted due to its impracticality for singular problems. The kinds

of the approximation solution rely on both the discretization parameters and the choice

of the exact element space.

Here, it is of importance to shed the light on the difference between two concepts:

The error estimates and the error bounds. The error estimate express an amount that is

nearly almost the real unknown error. In contrast, upper and lower error bounds are

amount that are smaller than the actual unknown error. Thus, error bounds are actually

inevitable but still considered as incorrect, on the other hand, error estimate seem to be

more accurate even though they include the original true error. Hence, error bounds can

be guaranteed but still be inaccurate, it over or underestimate the true error, whereas

an error estimate should be accurate, in general.

Error estimate typically proceeds in two steps, see [20]:

(i) Showing that uh is optimal in the sense that the error u− uh satisfies

||u− uh|| = min
v∈Vh

||u− v|| (3.2)

in an appropriate norm, and

(ii) finding an upper bound for the right-hand side of (3.2).

The appropriate norm to use with (3.2) for the model problem (3.1) is the strain energy

norm

||v||E =
√

a(v, v).
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The finite element solution might not satisfy (3.2) with other norms. For example, finite

element solutions are not optimal in any norm for non-self-adjoint problems, [20]. In

these cases, (3.2) is replaced by the weaker statement

||u− uh|| ≤ C min
v∈Vh

||u− v||, where C > 1.

Thus, the solution is closed to the best solution but it only differs by a constant from

the best possible solution in the space.

Error estimators that are based directly on the finite element approximation and the

data of the problem are usually referred to as explicit error estimators which involve a

direct computation of the interior element residuals and the jumps at the element

boundaries to find an estimate for the error in the energy norm. In contrast, implicit

error estimators require the solution of auxiliary local boundary value problems and

involve the solution of the auxiliary boundary value problems whose solution yields an

approximation to the actual error, [23]. Hence, explicit error estimators in general

require less computational effort than implicit schemes. A third class of error estimators

is the recovery-based error estimators which make use of the fact that the gradient of the

finite element solution is in general discontinuous across the interelement boundaries.

Error estimates for FEM for poisson equation

Consider the problem {

−∆u = f, in Ω,

u = 0, on ∂Ω,
(3.3)

where Ω ⊂ Rd, d = 1, 2, 3. By the Green’s theorem,

∫

Ω

∇u.∇v dx =

∫

Ω

fv dx, ∀v ∈ Vh, (3.4)

with variational formulation: Find U ∈ Vh such that

∫

Ω

∇U.∇v dx =

∫

Ω

fv dx, ∀v ∈ Vh. (3.5)

For the error e = u− U we have

∇e = ∇u−∇U = ∇(u− U).
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Subtraction of (3.5) from the (3.4) yields the Galarkin Orthogonality

∫

Ω

(∇u−∇U).∇v dx =

∫

Ω

∇e.∇v dx = 0, ∀v ∈ Vh. (3.6)

On the other hand we may write

||∇e||2 =
∫

Ω

∇e.∇e dx =

∫

Ω

∇e.∇u dx−
∫

Ω

∇e.∇U dx,

now, using the Galarkin Orthogonality (3.6), and since U ∈ Vh, we have

∫

Ω

∇e.∇U dx = 0.

Thus, inserting
∫

Ω
∇e.∇v dx = 0, ∀v ∈ Vh, to get

||∇e||2 =

∫

Ω

∇e.∇e dx

=

∫

Ω

∇e.∇(u− U) dx

=

∫

Ω

∇e.(∇u−∇U) dx

=

∫

Ω

∇e.∇u dx−
∫

Ω

∇e.∇U dx

=

∫

Ω

∇e.∇u dx

=

∫

Ω

∇e.∇u dx−
∫

Ω

∇e.∇v dx

=

∫

Ω

∇e.∇(u− v) dx

≤ ||∇e|| ||∇(u− v)||.

Hence,

||∇(u− U)|| ≤ ||∇(u− v)||, ∀v ∈ Vh. (3.7)

This means that the finite element solution U ∈ Vh is the best approximation of the

solution u among functions in Vh, i.e., U is closer to u than any other v ∈ Vh.
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Theorem 4. Let a = x0 < x1 < ... < xn = b be a partition of [a, b] and h be the step size

and let πhv(x) be the piecewise linear interpolant of v(x). Then there is an interpolant

constant ci such that, for 1 ≤ p ≤ ∞, [19],

||πhv − v||Lp
≤ ci||h2v′′||Lp

,

||(πhv)
′ − v′||Lp

≤ ci||hv′′||Lp
,

||πhv − v||Lp
≤ ci||hv′||Lp

.

In this chapter, we shall focus on two types of error estimates for the finite element

method, a priori and a posteriori estimates. A priori error estimates are error bounds

that use information about the unknown solution u to estimate the error before we

compute the approximate solution uh. They tell us about the order of convergence of a

given finite element method, that is, they tell us that the finite element error ||u− uh||
in some norm ||.|| is O(hα), where h is the maximum mesh size and α is a positive

integer. Additionally, the a priori error estimates supply information on convergence

rates but are difficult to use for quantitative error information. A posteriori error

estimates, which use the computed solution, provide more practical accuracy appraisal,

[20]. In contrast, a posteriori estimates use the computed solution uh in order to give us

an estimate of the form ||u− uh|| ≤ ǫ, where ǫ is a small number.

The main difference between a priori and a posteriori estimates is that a priori error is

error bounds given by known information on the solution of the variational problem and

the finite element function space. It gives us a reasonable measure of the efficiency of a

given method by telling us how fast the error decreases as we decrease the mesh size.

But a posteriori estimates are error bounds given by information on the numerical

solution obtained on the finite element function space. The a posteriori estimate

provides a much better idea of the actual error in a given finite element computation

than a priori estimates and they can be used to perform adaptive mesh refinement.

3.2 A priori error estimates

A priori estimate (also called a priori bound) is a Latin expression which means from

before and refers to the fact that the estimate for the solution is derived before the

solution is known to exist. The a priori estimation of errors in numerical methods has
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long been a project of numerical analysis. Such estimates give information on the

convergence and stability of various solvers.

A priori error estimators provide information on the asymptotic behavior of the

discretization errors but are not designed to give an actual error estimate for a given

mesh, and they play an important role in the proof of existence of the solution. These

estimates also give us an excellent tool for dealing with a very practical problem.

There exist different methods which give a priori estimates of solutions of elliptic

problems [31]: The first method called blow-up was first introduced by B. Gidas and J.

Spruck in [22]. Another method is the method of Rellich-Pohozaev identities and moving

planes which introduced by D. G. de Figueiredo, P.-L. Lions and R. D. Nussbaum [37].

Moreover, we have the method of Hardy-Sobolev inequalities by H. Brezis and R. E. L.

Turner [13]. Finally, the bootstrap procedure by P. Quittner and Ph. Souplet [43].

Our goal is to find bounds for the error u− uh in the finite element approximation of

the solution u to our general boundary value problem. The most important property of

any conforming finite element formulation based on a symmetric bilinear form is the

optimality condition, see [23],

||u− uh||E = min ||u− vh||E, ∀vh ∈ Vh, (3.8)

which states that uh is the best approximation in the finite element space Vh, i.e., uh is

closer to the exact solution. In Cea’s lemma, choosing V ⊂ H1 and employing

interpolation estimates, it turns out that the error measured in the H1-norm is O(hp),

see [23], that is

||u− uh||H1(Ω) ≤ chp||u||Hp+1(Ω),

where c is a stability and interpolation constant which does not depend on the actual

interpolation space, and h denotes the maximum of all element sizes.

Furthermore, we have for the error in the L2-norm

||u− uh||L2(Ω) ≤ chp||u||Hp+1(Ω),

which means that the convergence rate for the solution itself is O(hp+1), [11].
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These types of estimates, cf [31], date back to 1974 when R.E.L. Turner [54] studied

problem (3.3), he proved that if a continuous function f defined on Ω× [0,∞) satisfies

C1u
p ≤ f ≤ C2(1 + up), p < 3,

for some constants C1, C2 > 0, then any nonnegative classical solution of (3.3) satisfies

the a priori bound

||u||∞ ≤ C. (3.9)

One year later, R. Nussbaum [37] proved that any positive classical solution of (3.3)

with f satisfying

|f | ≤ C(1 + |u|p)

satisfies the a priori bound (3.9).

In 1981, B. Gidas and J. Spruck [22] derived an a priori estimate for positive solutions of

(3.3) in the optimal range of exponents. In 2004, P. Quittner and Ph. Souplet [43]

showed that any very weak solution of (3.3), is a classical solution if f is smooth enough.

In 2007, M. del Pino, M. Musso and F. Pacard [18] constructed positive very weak

solutions of (3.3), which vanish in the sense of traces on ∂Ω, but which are singular at

prescribed points of ∂Ω.

Theorem 5. (A Priori Error Estimate), [12],

Let Vh ⊂ V , and assume the conditions of the Lax-Milgram theorem. Then there is a

unique solution of the problem to find uh ∈ Vh such that

a(uh, vh) = F (vh), ∀vh ∈ Vh, (3.10)

and it holds the error estimate

||u− uh||V ≤ Γ

α
inf

vh∈Vh

||u− vh||V ,

where u is the unique solution of the continuous problem (1.10) and the constants are

defined in the definition (11).

proof.

The existence and uniqueness of u and uh follows directly from the Lax-Milgram

theorem, since the subspace of a Hilbert space is also a Hilbert space and the properties

of the bilinear form carry over from V to Vh.
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Computing the difference of the continuous equation (1.10) and the discrete equation

(3.10) yields

a(u− uh, vh) = 0, ∀vh ∈ Vh,

with α||v||2V ≤ a(v, v) and |a(u, v)| ≤ Γ||u||V ||v||V . It follows for all vh ∈ Vh that

||u− uh||2V ≤ 1

α
a(u− uh, u− uh),

but since a(u− uh, vh) = 0, so,

||u− uh||2V ≤ 1

α
a(u− uh, u− vh)

≤ Γ

α
||u− uh||V ||u− vh||V .✷

This inequality is equivalent to the statement of the theorem, which called Cea’s lemma,

[36]. By Cea’s lemma, the discretization error is bounded by the best-approximation

error. But the estimate in Cea’s lemma is weaker than the corresponding estimate (3.8)

for the model problem since the symmetry of the bilinear form allows characterizing

solutions of (3.1) as minimizers of a functional.

A priori error estimate for poisson equation

Consider the problem {

−∆u = f, in Ω,

u = 0, on ∂Ω.
(3.11)

Theorem 6. The finite element approximation U satisfies (3.7). In particular, there is

a constant Ci such that

||u− U ||E ≤ ||∇(u− U)|| ≤ Ci ||hD2u||,

where Ci is an interpolation constant, and

D2u = (u2
xx + 2u2

xy + u2
yy)

1/2.

Now, we will find a priori error estimate for the solution e = u− U . For a general mesh

we have the following a priori error estimate for the solution of the Poisson equation

(3.11).
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Theorem 7.

||e|| ≤ C2C2
Ωh

2||f ||.

proof.

Let φ be the solution of the dual problem

{

−∆φ = e, in Ω,

φ = 0, on ∂Ω.

Then,

||e||2 =

∫

Ω

e.e dx

=

∫

Ω

e(−∆φ) dx

=

∫

Ω

∇e.∇φ dx, by Green’s formula

=

∫

Ω

∇e.∇φ dx−
∫

Ω

∇e.∇v dx, by Galarkin Orthogonality

=

∫

Ω

∇e.∇(φ− v) dx.

So,

||e||2 ≤ ||∇e|| ||∇(φ− v)||, ∀v ∈ Vh.

Let v be an interpolation of φ such that

||∇(φ− v)|| ≤ C||h D2φ||, by (??).

Hence,

||e||2 ≤ ||∇e||C||h D2φ||

≤ ||∇e|| C(max
Ω

h) ||D2φ||. (3.12)

To complete the proof, we need the following lemma [5, 19].
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Lemma 2. (regularity lemma) Assume that Ω has no re-intrents. We have for

u ∈ H2(Ω); with u = 0 or ( ∂u
∂n

= 0) on ∂Ω that, ,

||D2u|| ≤ CΩ||∆u||.

proof. see [5].

Now, applying this lemma to φ,

||D2φ|| ≤ CΩ.||∆φ|| = CΩ||e||.

Then, (3.12) implies

||e||2 ≤ ||∇(u− U)||C(max
Ω

h)CΩ||e||.

Thus, using Theorem 6 , the following a priori error estimate is obtained,

||e|| ≤ C2CΩ(max
Ω

h)||hD2u||.

Which, using the lemma above, for a uniform (constant) h, can be written as an stability

estimate, [19],

||e|| ≤ C2C2
Ωh

2||f ||.✷

3.3 A posteriori error estimates

A posteriori estimates present a necessary tool in the adaptive procedures used in

computer simulation and is known to be essential for reliable scientific computing. It

used to control discretization error in numerical solutions of initial or boundary value

problems.

3.3.1 A short history

The term a posteriori error estimator, was firstly used by Ostrowski [41] in 1940. To the

authors knowledge, the first use of error estimates for adaptive meshing strategies in

significant engineering problems was given in the work of Guerra [24] in 1977. The paper

of Babuska and Rheinboldt [7] published in 1978 is often cited as the first work aimed at

developing rigorous global error bounds for finite element approximations of linear

elliptic two-point boundary value problems. In the period spanning over two decades
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since these works, significant advances have been made. A brief history of the subject is

given in the book of Ainsworth and Oden [1, ?], see also the books and survey articles of

Verfurth [56], Babuska and Strouboulis [9], Oden and Demkowicz [38] . It can be argued

that until quite recently, the vast majority of the published work on a posteriori error

estimation dealt with global estimates of errors in finite element approximations of

linear elliptic problems, these estimates generally being in energy-type norms.

The aims of a posteriori error estimation is developing quantitative methods in which

the error e = u− uh is estimated in post-processing procedures using the solution uh as

data for the error estimates. A posteriori error estimator is a quantity which bounds or

approximates the error and can be computed from the knowledge of numerical solution

and input data. The advantage of any a posteriori error estimator is to supply an

estimate and ideally bounds for the solution error in a specified norm if the problem

data and the finite element solution are available.

3.3.2 A posteriori error estimate for Poisson equation

To study a posteriori error analysis, where instead of the unknown value of u(x), we use

the known value of the approximate solution to estimate the error, [23]. This means

that the error analysis performed after the computation is completed. We shall denote

the error by e(x), i.e., e(x) = u(x)− U(x).

Theorem 8. Let u be the solution of the Poisson equation (3.11) and U is the

continuous piecewise linear finite element approximation. Then there is constant C,

independent of u and h, such that

||u− U || ≤ C||h2r||, (3.13)

where r = f +∆U is the residual.

proof.

Consider the following dual problem

{

−∆φ(x) = e(x), x ∈ Ω,

φ(x) = 0, x ∈ ∂Ω,
(3.14)

where it is clear that

e(x) = 0, ∀ x ∈ ∂Ω.
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Using the Green’s formula, the L2 norm of the error can be written as

||e||2 =
∫

Ω

e2 dx = −
∫

Ω

e(∆φ) dx =

∫

Ω

∇e.∇φ dx.

Thus, by the Galerkin orthogonality and using the boundary condition, we get

||e||2 =

∫

Ω

∇e.∇φ dx−
∫

Ω

∇e.∇v dx

=

∫

Ω

∇e.∇(φ− v) dx

=

∫

Ω

(−∆e)(φ− v) dx.

But

−∆e = −∆u +∆U = f +∆U = r,

where r is the residual and v is an interpolant of φ, so

||e||2 ≤ ||h2r|| ||h−2(φ− v)||.

Using the inequality

||(φ− v)|| ≤ C||h2D2φ|| ≤ CCΩ||∆φ||,

where C and CΩ are constants, we get

||e||2 ≤ CCΩ||h2r|| ||∆φ||

≤ CCΩ||h2r|| ||e||.

Thus, for this problem, the final a posteriori error estimate is

||u− U || ≤ c||h2r||.✷

In the following chapters we will talk about a posteriori error estimates for poisson,

reaction-diffusion, and convection-diffusion problems. The finite element a posteriori

estimate of such of which will be dwelled upon with more details.
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Chapter 4

The a posteriori error estimator for

poisson equation

The poisson equation is the model problem for elliptic partial differential

equation, much like the heat and wave equations are for parabolic and

hyperbolic PDE.

One of the most important encountered equations in many mathematical

models of physical phenomena is the poisson equation. Just as an example,

the solution of this equation gives the electrostatic potential for a given

charge distribution. It also frequently appears in structural mechanics,

theoretical physics as gravitation, electromagnetism, elasticity and many

other areas of science and engineering.

The poisson equation is named after the French mathematician

Siméen-Denis Poisson. The formulation of the poisson problem is

−∆u = f, x ∈ Ω,

where Ω is n-dimensional domain. The unknown function u, may be

considered, e.g., as the electrostatic potential data, f , is the charge

distribution. Note that if the charge distribution vanishes, this equation

becomes Laplace’s equation and the solution to the Laplace equation is

called harmonic function, i.e., the equation −∆u = 0 is called the Laplace’s

equation.
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4.1 A posteriori error estimator for homogeneous

boundary condition

Consider the problem

−∆u = f, in Ω, (4.1)

u = 0, on ∂Ω,

where Ω ⊂ R
n is a polygonal domain with Lipschitz continuous boundary ∂Ω and

f ∈ L2(Ω). The variational formulation of (4.1) is find u ∈ H1
0 (Ω) such that

a(u, v) = F (v), ∀ v ∈ V ,

where

a(u, v) =

∫

Ω

∇u.∇vdx,

F (v) =

∫

Ω

fvdx.

The trial and test space V is the usual space of functions from H1
0 (Ω) which defined as

V = {v : v is continuous on Ω̄ : v = 0 on ∂Ω}.

The form a(u, v) is assumed to be a V -elliptic bilinear from: V × V and the linear

functional F (v) is an element of the dual space V ′ (the dual space V ′ of the vector space

V is the set of all linear functional on V). Associated with the bilinear form is the

energy norm defined by ||v||E =
√

a(v, v) and ||v||L2 =
√

(v, v).

Note that the existence and uniqueness of the variational solution is provided by the

Lax-Milgram theorem. The boundary of each element is also assumed to be Lipschitz

continuous. The finite element approximation means to find a function uh ∈ Vh such that

a(uh, vh) = F (vh), ∀ vh ∈ Vh ⊂ V .

The error of the finite element approximation denoted by e = u− uh satisfies the error
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representation

a(e, v) = a(u, v)− a(uh, v)

= F (v)− a(uh, v) (4.2)

= R(v), ∀v ∈ V.

Here, R(.) is called the residual functional or the weak residual.

If the choice of test functions is restricted to the finite element space, the fundamental

Galerkin orthogonality condition follows,

R(vh) = a(e, vh) = 0, ∀ vh ∈ Vh.

Assuming that the bilinear form is positive definite, it follows that the norm of the

residual functional R is equal to the energy norm of the error [23, 55],

||R||V ′ = sup
v∈V

|R(v)|
||v||E

= sup
v∈V

|a(e, v)|
||v||E

= ||e||E

i.e., the error estimation in the energy norm is equivalent to the computation of the dual

norm of the given residual. We break up the integrals over Ω into sums of integrals over

the triangles k ∈ Th and integrate by parts over each triangle, i.e., if the integration is

split into the contributions from each element, then R(v) in (4.2) can be rewritten as

R(v) = F (v)− a(uh, v)

=
∑

k∈Th

∫

k

(fv −∇uh.∇v)dx,

where Th is a family of triangulations, k denotes an element in Th. Applying the Green’s

theorem and rearranging terms leads to, [23],

R(v) =
∑

k∈Th

∫

k

(fv +∆uhv)dx+
∑

γ∈∂Th

∫

γ

Jvds, ∀ v ∈ V ,

where J is the jump of the gradient across the element edge γ

J = −nγ .∇uh, where nγ is the unit normal to the edge γ.
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So,

||e||2E = a(e, e) =
∑

k∈Th

∫

k

(f +∆uh)edx+
∑

γ∈∂Th

∫

γ

Jeds. (4.3)

Now, we use the Galerkin orthogonality condition to introduce the interpolant πhe into

(4.3), then we have

||e||2E = a(e, e) =
∑

k∈Th

∫

k

(f +∆uh)(e− πhe)dx+
∑

γ∈∂Th

∫

γ

J(e− πhe)ds.

Let r = f +∆uh and applying the Cauchy-Schwarz inequality, we get

||e||2E ≤
∑

k∈Th

||r||L2(k)||e− πhe||L2(k) +
∑

γ∈∂Th

||J ||L2(γ)||e− πhe||L2(γ).

According to results of interpolation theory we have, see [23],

||e− πhe||L2(k) ≤ Ch||e||H1(k̄),

||e− πhe||L2(γ) ≤ C
√
h||e||H1(k̄),

where h is the diameter of the element k and k̄ denotes the subdomain of element

sharing a common edge with k, and C is an interpolation constant which depends, for

our model problem, on the shape of the element. Using these estimates in ||e||2 we get

||e||2E ≤ C||e||H1(k̄)

(
∑

k∈Th

h||r||L2(k) +
∑

γ∈∂Th

√
h||J ||L2(γ)

)

.

Employing the inequality ||e||H1(k̄) ≤ C||e||E, we get

||e||2E ≤ C||e||E
(
∑

k∈Th

h||r||L2(k) +
∑

γ∈∂Th

√
h||J ||L2(γ)

)

,

then

||e||E ≤ C

(
∑

k∈Th

h||r||L2(k) +
∑

γ∈∂Th

√
h||J ||L2(γ)

)

.

Now, squaring both sides of this inequality

||e||2E ≤ C

(
∑

k∈Th

h||r||L2(k) +
∑

γ∈∂Th

√
h||J ||L2(γ)

)2

.
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By Young inequality, we have

||e||2E ≤ C

(
∑

k∈Th

h2||r||2L2(k)
+
∑

γ∈∂Th

h||J ||2L2(γ)

)

.

Now split the constant C into two contributions C1 and C2 corresponding to the element

residual and the jump terms, respectively, then

||e||2E ≤
∑

k∈Th

(
C1h

2||r||2L2(k)
+ C2h||J ||2L2(∂k)

)
.

Let

µ2
k = C1h

2||r||2L2(k)
+ C2h||J ||2L2(∂k)

,

then,

||e||2E ≤
∑

k∈Th

µ2
k.

Remark: The constants C that appear in the inequalities above are different from each

other, where we assume only one notation just for simplicity.

4.2 A posteriori error estimator for mixed

boundary condition

Let Ω be a bounded domain with Lipschitz continuous boundary Γ. Suppose that Γ

consists of two measurable parts ΓD and ΓN such that Γ = ΓN ∪ ΓD where ΓD and ΓN

are the Dirichlet and Neumann boundaries, respectively. Consider the mixed boundary

value problem: Find a function u such that

−∆u = f, in Ω,

u = 0, on ΓD, (4.4)

n.∇u = g, on ΓN ,

where n is the outward normal to Γ. We assume that f ∈ L2(Ω) and g ∈ L2(ΓN).

A variational formulation of this problem is: Find u ∈ V such that

∫

Ω

∇u.∇v dx =

∫

Ω

fv dx+

∫

ΓN

gv ds, ∀v ∈ V,
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where the test functions space V is defined as

V = {v ∈ H1(Ω) : v = 0 on ΓD}.

This solution can be characterized equivalently as the minimizer of the following

variational formulation: Find u ∈ V such that J(u) = infv∈V J(v), where

J(v) =
1

2

∫

Ω

|∇v|2 dx−
∫

Ω

fv dx−
∫

ΓN

gv ds.

To derive the dual variational formulation we employ the relation, [46, 47],

J(u) = inf
v∈V

sup
y⋆∈L2(Ω,Rn)

{
∫

Ω

(∇v.y⋆ − 1

2
|y⋆|2 − fv) dx−

∫

ΓN

gv ds
}
.

Define

Q⋆
f,g =

{

q⋆ ∈ L2(Ω,Rn);

∫

Ω

∇.q⋆w dx =

∫

Ω

−fw dx,

∫

ΓN

(q⋆.n)w ds =

∫

ΓN

gw ds, ∀ w ∈ V

}

,

to find p⋆ ∈ Q⋆
f,g such that I⋆(p⋆) = supq⋆∈Q⋆

f,g
I⋆(q⋆), where

I⋆(q⋆) =

∫

Ω

(∇u.q⋆ − 1

2
|q⋆|2 − fu) dx−

∫

ΓN

gu ds, is the dual variational functional.

Let

J(u) = I⋆(p⋆),

∇u = p⋆,

then we have the following theorem, [46].

Theorem 9. For all v ∈ V and q⋆ ∈ Q⋆
fg, we have

||∇(v − u)||2 ≤ ||∇v − q⋆||2, ∀v ∈ V, ∀q⋆ ∈ Q⋆
f,g.
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proof.

We will begin as

J(v)− J(u) = J(v)− I⋆(p⋆)

= J(v)− I⋆(∇u)

=

∫

Ω

(
1

2
|∇v|2 − fv) dx−

∫

ΓN

gv ds−
(
∫

Ω

(∇u.∇u− 1

2
|∇u|2 − fu) dx−

∫

ΓN

gu ds
)

=

∫

Ω

(1

2
|∇(v − u)|2 +∇u.∇v − fv −∇u.∇u+ fu

)
dx−

∫

ΓN

(gv − gu) ds,

but since

∫

Ω

∇u.∇v dx =

∫

Ω

fv dx+

∫

ΓN

gv ds

∫

Ω

∇u.∇u dx =

∫

Ω

fu dx+

∫

ΓN

gu ds.

then we have,

J(v)− J(u) =
1

2
||∇(v − u)||2, ∀v ∈ V.

Hence, one can derive

1

2
||∇(v − u)||2 = J(v)− J(u)

= J(v)− I⋆(p⋆)

= J(v)− sup
q⋆∈Q⋆

f,g

{I⋆(q⋆)}

= J(v) + inf
q⋆∈Q⋆

f,g

{−I⋆(q⋆)}

= inf
q⋆∈Q⋆

f,g

{J(v)− I⋆(q⋆)}.

For the term J(v)− I⋆(q⋆) we have

J(v)− I⋆(q⋆) =

∫

Ω

(
1

2
|∇v|2 − fv

)

dx−
∫

ΓN

gv ds−
(
∫

Ω

∇u.q⋆ − 1

2
|q⋆|2 − fu

)
dx−

∫

ΓN

gu ds

=

∫

Ω

(1

2
|∇v − q⋆|2 + q⋆.∇v − q⋆.∇u− fv + fu

)
dx+

∫

ΓN

(gu− gv) ds,
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but

∫

Ω

q⋆.∇v dx = −
∫

Ω

∇.q⋆v dx+

∫

ΓN

(q⋆.n)v ds

=

∫

Ω

fv dx+

∫

ΓN

gv ds.

Similarly, ∫

Ω

q⋆.∇u dx =

∫

Ω

fu dx+

∫

ΓN

gu ds.

So, we get that

J(v)− I⋆(q⋆) =
1

2
||∇v − q⋆||2, ∀v ∈ V, q⋆ ∈ Q⋆

f,g,

and that,

||∇(v − u)||2 = inf
q⋆∈Q⋆

fg

||∇v − q⋆||2.

We immediately deduce the estimate

||∇(v − u)||2 ≤ ||∇v − q⋆||2, ∀v ∈ V, ∀q⋆ ∈ Q⋆
f,g.� (4.5)

Now we will present a much simplified way of deriving functional type a posteriori

estimates using a variant of the Helmholtz decomposition [44, 45] for the space

L2(Ω,R
n). The Helmholtz decomposition of a vector field is the decomposition of the

vector field into two vector fields, one a divergence-free and a curl-free fields. The space

L2(Ω,R
n) is used for vector-valued functions with components in L2(Ω). Here, we will

use the trace theorem, [29], that is

||u||0,Γ ≤ CΓ||u||1,Ω ,∀ v ∈ H1(Ω), (4.6)

where CΓ is positive constants depending only on Γ, and ||.||1,Ω stands for the standard

norm in H1(Ω), and the symbol ||.||0,Γ means the norm is L2(Γ), see, e.g., [35].
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Theorem 10.

Let u ∈ V be the solution to the problem (4.4) and v be any function from V . Then, see

[46, 47],

||∇(v−u)||2 ≤ (1+β)||∇v−y⋆||2+
(

1+
1

β

)(

1+
1

γ

)

C2
ΓN

(1+C2
Ω)||y⋆.n−g||2L2(ΓN )+ (4.7)

+

(

1 +
1

β

)

(1 + γ)C2
Ω||div y⋆ + f ||2,

where β is an arbitrary positive number, y⋆ is any function from

H̃(Ω, div) = {y⋆ ∈ L2(Ω,R
n) : div y⋆ ∈ L2(Ω), y

⋆.n ∈ L2(ΓN)},[47], CΩ is the constant

from Ponicare inequality, and CΓN
is the constant in the trace inequality for the domain

Ω.

proof.

Consider

−∆u = f in Ω,

u = 0 on ΓD,

n.∇u = g on ΓN ,

by (4.5) we have

||∇(v − u)||2 ≤ ||∇v − q⋆||2, ∀v ∈ V, ∀q⋆ ∈ Q⋆
f,g.

To estimate the right-hand side for any v ∈ V , we take an arbitrary function

y⋆ ∈ H̃(Ω, div). Define the auxiliary function w as the solution to the problem

∆w = div y⋆ + f in Ω,

w = 0 on ΓD, (4.8)

n.∇w = y⋆.n+ g on ΓN .

As y⋆ ∈ L2(Ω,R
n), we have for y⋆ the Holmholtz decomposition y⋆ = q⋆ +∇w, where

q⋆ ∈ Q⋆
f,g and w ∈ V .

Then, using Young’s inequality, we obtain

||∇v − q⋆||2 ≤ (1 + β)||∇v − y⋆||2 +
(

1 +
1

β

)

||∇w||2, ∀ β > 0. (4.9)
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Since w ∈ V and ∆w ∈ L2(Ω), then by Poincare inequality we get

||∇w||2 =

∫

ΓN

∂w

∂n
w ds−

∫

Ω

(∆w)w dx

≤
∣
∣
∣
∣
∂w

∂n

∣
∣
∣
∣
L2(ΓN )

CΓN
(1 + C2

Ω)
1
2 ||∇w||+ CΩ||∆w||||∇w||,

that is,

||∇w|| ≤ CΓN
(1 + C2

Ω)
1
2

∣
∣
∣
∣
∂w

∂n

∣
∣
∣
∣
L2(ΓN )

+ CΩ||∆w||, (4.10)

where CΩ is the constant of Poincare inequality, and CΓN
is the constant of the trace

inequality. Now by (4.5) we have

||∇(v − u)||2 ≤ ||∇v − q⋆||2, ∀v ∈ V, ∀q⋆ ∈ Q⋆
f,g.

Using (4.9),(4.10), and Young’s inequality to get

||∇(v − u)||2 ≤ (1 + β)||∇v − y⋆||2 +
(

1 +
1

β

)(

1 +
1

γ

)

C2
ΓN

(1 + C2
Ω)||y⋆.n+ g||2L2(ΓN )

+

(

1 +
1

β

)

(1 + γ)C2
Ω||div y⋆ + f ||2, ∀ v ∈ V , ∀ y⋆ ∈ H̃(Ω, div),

where β and γ are arbitrary positive numbers come from Young’s inequality.✷

Since u is the exact solution of (4.4), v is any function from V , and y⋆ is any function

from H̃(Ω, div), the estimate (4.7) is an a posteriori error estimate valid for any

approximation of the problem (4.4).
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Chapter 5

The a posteriori error estimator for

reaction-diffusion and convection-

diffusion problems

5.1 Reaction-diffusion problems

The reaction-diffusion problem arises naturally in systems consisting of many interacting

components as chemical reactions, and are widely used to describe pattern-formation

phenomena in variety of biological, chemical and physical systems.

Reaction-diffusion equations describe distributions of temperature, concentrations or

of some other variables in space and in time. These equations are characterized by the

presence of diffusion and production terms. Originally, diffusion was understood as

random motion of atoms and molecules and described by the Laplace operator.

The Reaction-Diffusion Problem takes the form

−ε∆u+ cu = f, in Ω with some boundary conditions on ∂Ω,

where ε is a small positive parameter, c and f are continuously differentiable functions

on Ω.
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5.1.1 A priori error estimation

We start this section by considering the model of elliptic problem with mixed

(Dirichlet/Neumann) boundary conditions; find a function u such that

−∆u+ cu = f in Ω,

u = 0 on ΓD,

n.∇u = g on ΓN ,

where Ω is a bounded domain in Rn with a Lipschitz continuous boundary Γ such that

Γ = ΓN ∪ ΓD, n is the outward normal to the boundary, f ∈ L2(Ω), g ∈ L2(ΓN), and

c ∈ L∞(Ω).

The variational formulation of this problem is: Find u ∈ H1
ΓD

(Ω) such that

∫

Ω

∇u.∇v dx+

∫

Ω

cuv dx =

∫

Ω

fv dx+

∫

ΓN

gv ds, ∀ v ∈ H1
ΓD

(Ω), (5.1)

where H1
ΓD

(Ω) = {v ∈ H1(Ω) : v = 0 on ΓD}.

In addition, we assume that almost everywhere c ≥ 0 in Ω, and introduce the set

Ωc = {x ∈ Ω : c(x) > 0}. Let us define the bilinear form a(., .) and the linear form F (.)

as follows

a(u, v) =

∫

Ω

∇u.∇v dx+

∫

Ω

cuv dx, u, v ∈ H1(Ω),

F (v) =

∫

Ω

fv dx+

∫

ΓN

gv ds, v ∈ H1(Ω).

Then the weak formulation (5.1) can be rewritten as: Find u ∈ H1
ΓD

(Ω) such that

a(u, v) = F (v), ∀v ∈ H1
ΓD

(Ω).

Here, we will need Friedrichs inequality, [29], that is

||u||0,Ω ≤ CΩ,ΓD
||∇u||0,Ω ,∀ u ∈ H1

ΓD
(Ω), (5.2)

where CΩ,ΓD
is positive constant depending only on Ω,ΓD, and ||.||0,Ω stands for the

standard norm in L2(Ω).

Also, we will use the trace theorem (4.6). Let uh be any function from H1
ΓD

(Ω)

considered as an approximation of u. The error e = u− uh will be estimated in the
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energy norm,

||e||2 =

∫

Ω

∇(u− uh).∇(u− uh) dx+

∫

Ω

c(u− uh)
2 dx (5.3)

= ||∇(u− uh)||2Ω + ||
√
c(u− uh)||2Ωc ,

where ||y||Ω = ||y||L2(Ω).

5.1.2 A posteriori error estimation

For y ∈ L2(Ω,R
n), we define

HN (Ω, div) = {y ∈ L2(Ω,R
n) : div y ∈ L2(Ω), y.n ∈ L2(ΓN)}.

We will use the notation χs for the characteristic function of the set S, i.e.,

χs(x) =

{

1 , x ∈ S,

0 , x /∈ S.

Theorem 11.

For the error in the energy norm (5.3) we have the following upper estimate [29],

||e||2 ≤
∣
∣
∣
∣
1√
c
(f + div y− cuh)

∣
∣
∣
∣
2

0,Ωc +(1+α)
∣
∣
∣
∣y⋆−∇uh

∣
∣
∣
∣
2

Ω
+
(
1+

1

α

)
(1+β)

C2
Ω,ΓD

c1
∗ (5.4)

∗
∣
∣
∣
∣χΩ/Ω̄c(f + div y − cuh)

∣
∣
∣
∣
2

0,Ω
+
(
1 +

1

α

)
(1 +

1

β
)C2

Ω,ΓD

∣
∣
∣
∣g − n.y⋆

∣
∣
∣
∣
2

0,ΓN
,

where α and β are arbitrary numbers and y⋆ is any function from HN(Ω, div), and

CΩ,Γ =
CΓ

√

1+C2
Ω,ΓD√

c1
.

proof.

Since u− uh ∈ H1
ΓD

(Ω), then the equation (5.3) holds as follows

||e||2 =

∫

Ω

∇(u− uh).∇(u− uh) dx+

∫

Ω

c(u− uh)(u− uh) dx

=

∫

Ω

∇u.∇(u− uh) dx+

∫

Ω

cu(u− uh) dx−
∫

Ω

∇uh.∇(u− uh) dx−
∫

Ω

cuh(u− uh) dx.
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By the Green’s formula we get

∫

Ω

∇u.∇(u− uh) dx =

∫

Ω

−∆u(u− uh) dx+

∫

ΓN

g(u− uh) ds,

so, we have

||e||2 =
∫

Ω

(−∆u+cu)(u−uh) dx+

∫

ΓN

g(u−uh) ds−
∫

Ω

∇uh.∇(u−uh) dx−
∫

Ω

cuh(u−uh) dx

=

∫

Ω

(f−cuh)(u−uh) dx+

∫

ΓN

g(u−uh) ds−
∫

Ω

(∇uh−y⋆).∇(u−uh) dx−
∫

Ω

y⋆.∇(u−uh) dx,

(5.5)

where y⋆ is any function from the space HN(Ω, div). Applying the Green’s formula to

the last term in (5.5) gives

∫

Ω

y⋆.∇(u− uh) dx =

∫

ΓN

(n.y⋆)(u− uh) ds−
∫

Ω

∇.y⋆(u− uh) dx.

Substitute this in (5.5), we get

||e||2 =
∫

Ω

(y⋆−∇uh).∇(u−uh) dx+

∫

Ω

(f−cuh+∇.y⋆)(u−uh) dx+

∫

ΓN

(g−n.y⋆)(u−uh) ds.

(5.6)

Now, we proceed by estimating the three terms in the right-hand side of (5.6). Using the

notations,

E1 =

∫

Ω

(y⋆ −∇uh).∇(u− uh) dx,

E2 =

∫

Ω

(f − cuh +∇.y⋆)(u− uh) dx,

E3 =

∫

ΓN

(g − n.y⋆)(u− uh) ds,

then ||e||2 = E1 + E2 + E3. According to E1, by Cauchy-Schwarz inequality, we have

E1 ≤ ||y⋆ −∇uh||Ω ||∇(u− uh)||Ω. (5.7)
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The term E2 can be treated as follows

E2 =

∫

Ω

(f − cuh +∇.y⋆)(u− uh) dx, and by the definition of Ωc

=

∫

Ωc

1√
c
(f +∇.y⋆ − cuh)

√
c(u− uh) dx+

∫

Ω

χΩ/Ω̄c(f +∇.y⋆ − cuh)(u− uh) dx.

Apply Cauchy-Schwarz inequality to the terms to the right of the equation above to get

E2 ≤ ||
√
c(u−uh)||0,Ωc || 1√

c
(f+∇.y⋆−cuh)||0,Ωc+||χΩ/Ω̄c(f+∇.y⋆−cuh)||0,Ω ||u−uh||0,Ω.

The first term of the right-hand side of E2 can be estimated by the simple inequality

ab ≤ 1
2
(a2 + b2), and the second term estimated using Friedrichs inequality as follows

E2 ≤
1

2
||
√
c(u−uh)||20,Ωc +

1

2
|| 1√

c
(f+∇.y⋆−cuh)||20,Ωc +

CΩ,ΓD√
c1

||f+∇.y⋆−cuh||0,Ω/Ω̄c||∇(u−uh)||0,Ω.
(5.8)

Finally, the term E3,

E3 =

∫

ΓN

(g − n.y⋆)(u− uh) ds ≤ ||g − n.y⋆||0,ΓN
||u− uh||0,ΓN

.

Use the inequalities (5.2) and (4.6) to get

E3 ≤ CΓ||g − n.y⋆||0,ΓN
||u− uh||1,Ω

≤ CΩ,Γ||g − n.y⋆||0,ΓN
||∇(u− uh)||Ω. (5.9)

Estimate ||e|| by using E1, E2, E3 ,and apply Young inequality after regrouping the

terms, thus

||e||2 ≤ 1

2

(
||y⋆ −∇uh||Ω +

CΩ,ΓD√
c1

||f +∇.y⋆ − cuh||0,Ω/Ω̄c + CΩ,Γ||g − n.y⋆||0,ΓN

)2

+
1

2
||∇(u− uh)||2Ω +

1

2
||
√
c(u− uh)||20,Ωc +

1

2
|| 1√

c
(f +∇.y⋆ − cuh)||20,Ωc .

Multiply the last inequality by two and use inequality (5.3), we immediately get for the
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error in the energy norm that

2||e||2 ≤
(
||y⋆ −∇uh||Ω +

CΩ,ΓD√
c1

||f +∇.y⋆ − cuh||0,Ω/Ω̄c + CΩ,Γ||g − n.y⋆||0,ΓN

)2
+

+ ||∇(u− uh)||2Ω + ||
√
c(u− uh)||20,Ωc

︸ ︷︷ ︸

||e||2

+|| 1√
c
(f +∇.y⋆ − cuh)||20,Ωc.

Finally, using two times the inequality (a+ b)2 ≤ (1 + λ)a2 +
(
1 + 1

λ

)
b2, which is valid

for any λ > 0, for the terms in the round brackets in the last inequality, we get estimate

(5.4). ✷

5.2 Convection-diffusion problems

The convection-diffusion problems very often happen that the solution have a convective

nature on most of the domain of the problem, and the diffusive part of the differential

operator is influenced only in certain small subdomains. They usually have a degree of

instability. The goal then is to modify these numerical methods in stable form without

loss accuracy. The numerical solution of convection-diffusion problems dates back to the

1950s Allen and Southwell [2], but actually it began in 1970s [50] and continued to this

day.

A common source of convection-diffusion problems is the Navier-Stokes equations

with large Reynolds number. Morton [34] listed ten examples involving

convection-diffusion equations that include the drift-diffusion equations of

semiconductor device modeling and the Black-sholes equation from financial modeling.

The Convection-Diffusion Problem takes the form

−ε∆u+ b.∇u + cu = f, in Ω,

with some boundary conditions on ∂Ω, where ε is a small positive parameter, b, c and f

are continuously differentiable functions on Ω.
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5.2.1 The convection-diffusion problems

In this section we consider the convection-diffusion boundary value problem

−ε∆u+ b.∇u+ cu = f, in Ω,

u = 0, on ∂Ω,

where Ω is some domain in Rn with boundary ∂Ω, the constant ε is living in (0, 1],

b ∈ H1(Ω) ∩ L∞(Ω), c ∈ L∞(Ω), and f ∈ L2(Ω). Furthermore, we assume the

smoothness property div b ∈ L2(Ω).

The term −ε△u models diffusion and b.∇u models convection. The terminology

convection-diffusion problem is used since the convection coefficient has much greater

magnitude than the diffusion coefficient :

|coefficient ∇u|
|coefficient ∆u| =

|b|
ε

>> 1.

Derivation of the variational form (weak formulation) is as follows: Multiply the

differential equation by a test function v, with v = 0 on ∂Ω, and integrate over Ω to get

∫

Ω

(−ε∆u+ b.∇u+ cu)v dx =

∫

Ω

fv dx

⇐⇒
∫

∂Ω

−ε(∇u.n)v ds+

∫

Ω

ε∇u.∇v + (b.∇u+ cu)v dx =

∫

Ω

fv dx

⇐⇒
∫

Ω

(
ε∇u.∇v + b.∇uv + cuv

)
dx =

∫

Ω

fv dx

The integral on the boundary vanishes because of the boundary condition of the test

function. The highest order derivative of u has been transferred to v. In functional

forms, the weak formulation of this convection-diffusion problem is to find u ∈ H1
0 (Ω)

such that

a(u, v) = F (v), ∀v ∈ H1
0 , (5.10)

where the bilinear form a(., .) and the linear function F (.) are given by

a(u, v) =

∫

Ω

ε∇u.∇v + b.∇uv + cuv dx,
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F (v) =

∫

Ω

fv dx, u, v ∈ H1
0 (Ω).

Consider

a(v, v) =

∫

Ω

(ε(∇v)2 + b.∇vv + cv2 )dx.

Note that ∫

Ω

b.∇vv dx = −
∫

Ω

∇.(bv)v dx

= −
∫

Ω

(∇.b)v2 dx−
∫

Ω

b.∇vv dx.

It follows that ∫

Ω

b.∇vv dx = −1

2

∫

Ω

(∇.b)v2 dx,

so,

a(v, v) = ε

∫

Ω

|∇v|2dx+

∫

Ω

(
c− 1

2
∇.b
)
v2dx.

If −1
2
∇.b+ c ≥ 0, then using Poincare inequality; ∀v ∈ H1

0 (Ω) we have

a(v, v) ≥
∫

Ω

ε|∇v|2 dx = ε||∇v||2L2(Ω) ≥ C||v||2H1(Ω),

where C is a positive constant. Then the coercivity of the bilinear form a(., .) implies

the unique solvability of problem (5.10) due to the Lax-Milgram lemma.

5.2.2 A posteriori error estimation

Let uh be a function of H1
0 (Ω) considered as an approximation of u. The error

e = u− uh will be estimated in the energy norm

||e||2 = a(e, e) = ε

∫

Ω

|∇e|2dx+

∫

Ω

(
c− 1

2
∇.b
)
e2dx. (5.11)

Define the estimation of the error in terms of a suitable global weighted energy norm

[30] as :

||e||2λ,µ = λ

∫

Ω

|∇e|2dx+ µ

∫

Ω

c̄e2dx, (5.12)

63



where the weights λ and µ are nonnegative real numbers, and c̄ = (c− 1
2
∇.b). In

particular, in(5.11)we have λ = ǫ and µ = 1. So,

a(e, e) = ||e||2ǫ,1 = ǫ||∇(u− uh)||2 + ||
√
c̄(u− uh)||2. (5.13)

To construct a posteriori estimates for the error it is noted that, [30, 32, 25],

a(e, e) = a(u− uh, u− uh)

= ε

∫

Ω

∇(u− uh).∇(u− uh)dx+

∫

Ω

b.∇(u− uh)(u− uh)dx+

∫

Ω

c(u− uh)(u− uh)dx

=

∫

Ω

(
ǫ∇u.∇(u− uh) + b.∇u(u− uh) + cu(u− uh)

)
dx +

+ǫ

∫

Ω

−∇uh.∇(u− uh)dx+

∫

Ω

−b.∇uh(u− uh)dx+

∫

Ω

−cuh(u− uh)dx.

Now, by the Green’s formula,

ǫ

∫

Ω

∇u.∇(u− uh)dx = −
∫

Ω

ǫ∆u(u− uh)dx+

∫

∂Ω

ǫ(n.∇u)(u− uh)ds

︸ ︷︷ ︸

=0

,

so,

a(e, e) =

∫

Ω

(−ǫ∆u + b.∇u+ cu)(u− uh)dx− ǫ

∫

Ω

∇uh.∇(u− uh)dx +

−
∫

Ω

b.∇uh(u− uh)dx− c

∫

Ω

uh(u− uh)dx.

Thus,

a(e, e) =

∫

Ω

f(u−uh)dx−ǫ

∫

Ω

∇uh.∇(u−uh)dx−
∫

Ω

b.∇uh(u−uh)dx−
∫

Ω

cuh(u−uh)dx.

Further, we regroup some terms and introduce a function y⋆ ∈ H(Ω, div), where

H(Ω, div) = {y ∈ L2(Ω,R
n) : div y ∈ L2(Ω)}.

Hence,

a(u− uh, u− uh) =

∫

Ω

(f − b.∇uh − cuh)(u− uh)dx−
∫

Ω

(ǫ∇uh − y⋆ + y⋆).∇(u− uh)dx
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=

∫

Ω

(f − b.∇uh − cuh)(u− uh)dx−
∫

Ω

(ǫ∇uh − y⋆).∇(u− uh)dx−
∫

Ω

y⋆.∇(u− uh)dx.

Since ∫

Ω

−y⋆.∇(u− uh)dx =

∫

Ω

∇.y⋆(u− uh)dx,

we get

a(u− uh, u− uh) =

∫

Ω

(f − b.∇uh − cuh +∇.y⋆)(u− uh)dx+

∫

Ω

(y⋆ − ǫ∇uh).∇(u− uh)dx.

Finally, let us introduce another auxiliary function v ∈ H1
0 (Ω) and consider the following

||e||2ǫ,1 = a(e, e) = a(u− uh, u− uh)

=

∫

Ω

(f − b.∇uh − cuh +∇.y⋆ − cv − b.∇v)(u− uh)dx +

+

∫

Ω

(y⋆ − ǫ∇uh + ǫ∇v).∇(u− uh)dx+

∫

Ω

(
(cv + b.∇v)(u− uh)− ǫ∇v.∇(u− uh)

)
dx

Hence,

||e||2ǫ,1 = E1 + E2 + E3,

where the terms E1, E2 and E3 are defined as :

E1 =

∫

Ω

(f − b.∇uh − cuh +∇.y⋆ − cv − b.∇v)(u− uh)dx.

E2 =

∫

Ω

(y⋆ − ǫ∇uh + ǫ∇v).∇(u− uh)dx.

E3 =

∫

Ω

(
(cv + b.∇v)(u− uh)− ǫ∇v.∇(u− uh)

)
dx.

Now, E3 is estimated as follows

E3 =

∫

Ω

(cv(u− uh) + b.∇v(u− uh) + ǫ∇v.∇uh − ǫ∇v.∇u)dx,
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but

−
∫

Ω

ǫ∇v.∇udx =

∫

Ω

ǫ∆uvdx−
∫

∂Ω

ǫ(∇u.n)vds

︸ ︷︷ ︸

=0

=

∫

Ω

(−fv + b.∇uv + cuv)dx.

So,

E3 =

∫

Ω

(cv(u− uh) + b.∇v(u− uh) + ǫ∇v.∇uh − fv + b.∇uv + cuv)dx

=

∫

Ω

(
2cv(u− uh)− cv(u− uh) + b.∇v(u− uh) +

+ǫ∇v.∇uh − fv + b.∇(u− uh)v + b.∇uhv + cuv
)
dx.

Since ∫

Ω

(
b.∇v(u− uh) + b.∇(u− uh)v

)
dx =

∫

Ω

b.∇(v(u− uh))dx,

then,

E3 =

∫

Ω

(
b.∇(v(u− uh)) + 2cv(u− uh)

)
dx+

∫

Ω

(
ǫ∇v.∇uh + b.∇uhv + cvuh − fv

)
dx.

By the divergence theorem

∫

Ω

b.∇(v(u− uh))dx =

∫

∂Ω

b.nv(u− uh)ds

︸ ︷︷ ︸

=0

−
∫

Ω

(∇.b)v(u− uh)dx.

Hence,

∫

Ω

(
b.∇(v(u− uh)) + 2cv(u− uh)

)
dx =

∫

Ω

(−∇.b+ 2c)v(u− uh)dx.

Thus,

E3 = 2

∫

Ω

(c− 1

2
∇.b)v(u− uh)dx+

∫

Ω

(ǫ∇v.∇uh + b.∇uhv + cvuh − fv)dx.

= E3,1(u, v, uh) + E3,2(v, uh).
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Note that the term E3,2 is directly computable once we have the approximation uh

computed and fixed v, but since E3,1 containing the unknown exact solution u, then

E3,1 = 2

∫

Ω

c̄v(u− uh)dx, where c̄ = c− 1

2
∇.b

= 2

∫

Ω

√
c̄v
√
c̄(u− uh)dx.

Then Cauchy-Schwarz inequality leads to

E3,1 ≤ 2||
√
c̄v||L2||

√
c̄(u− uh)||L2.

Using the inequality 2ab ≤ a2 + b2,

E3,1 ≤ ||
√
c̄v||2L2

+ ||
√
c̄(u− uh)||2L2

.

Hence, for any positive number β, we have

E3,1 ≤ β||
√
c̄v||2L2

+
1

β
||
√
c̄(u− uh)||2L2

.

So,

E3 ≤ β||
√
c̄v||2L2

+
1

β
||
√
c̄(u− uh)||2L2

+

∫

Ω

(ǫ∇v.∇uh + b.∇uhv + cvuh − fv)dx. (5.14)

Now, E1 and E2 will be estimated as

E1 ≤ ||f − b.∇uh − cuh +∇.y⋆ − cv − b.∇v||L2 ||u− uh||L2,

but by poincare inequality,

E1 ≤ CΩ||f − b.∇uh − cuh +∇.y⋆ − cv − b.∇v||L2 ||∇(u− uh)||L2,

where CΩ is poincare constant. Similarly,

E2 ≤ ||y⋆ − ǫ∇uh + ǫ∇v||L2||∇(u− uh)||L2,
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we immediately get

E1+E2 ≤
(
CΩ||f−b.∇uh−cuh+∇.y⋆−cv−b.∇v||L2+||y⋆−ǫ∇uh+ǫ∇v||L2

)
||∇(u−uh)||L2.

Using the inequality,

pq ≤ α

2
p2 +

1

2α
q2, p, q ≥ 0 and α > 0,

then

E1+E2 ≤
α

2
||∇(u−uh)||2L2

+
1

2α

(
||y⋆−ǫ∇uh+ǫ∇v||L2+CΩ||f−b.∇uh−cuh+∇.y⋆−cv−b.∇v||L2

)2
.

For the second term in the right-hand side of the above inequality, employ the inequality

(p+ q)2 ≤ (1 + γ)p2 + (1 +
1

γ
)q2, p, q ≥ 0 and γ > 0.

Thus,

E1 + E2 ≤
α

2
||∇(u− uh)||2L2

+
1

2α

(

(1 + γ)||y⋆ − ǫ∇uh + ǫ∇v||2L2
+ (5.15)

+(1 +
1

γ
)C2

Ω||f − b.∇uh − cuh +∇.y⋆ − cv − b.∇v||2L2

)

.

So by (5.14) and (5.15) we get,

||e||2ǫ,1 = E1 + E2 + E3 ≤
α

2
||∇(u− uh)||2L2

+
1

2α

(

(1 + γ)||y⋆ − ǫ∇uh + ǫ∇v||2L2
+

+(1 +
1

γ
)C2

Ω||f − b.∇uh − cuh +∇.y⋆ − cv − b.∇v||2L2

)

+

+β||
√
c̄v||2L2

+
1

β
||
√
c̄(u− uh)||2L2

+

∫

Ω

(ǫ∇v.∇uh + b.∇uhv + cvuh − fv)dx.

Let

Estα,β(γ, y
⋆, v, uh) = Estα,β =
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=
1

2α

(

(1+γ)||y⋆−ǫ∇uh+ǫ∇v||2L2
+(1+

1

γ
)C2

Ω||f−b.∇uh−cuh+∇.y⋆−cv−b.∇v||2L2

)

+

(5.16)

+β||
√
c̄v||2L2

+

∫

Ω

(ǫ∇v.∇uh + b.∇uhv + cvuh − fv)dx,

then,

||e||2ǫ,1 ≤
α

2
||∇(u− uh)||2 +

1

β
||
√
c̄(u− uh)||2 + Estα,β. (5.17)

Theorem 12.

Let α and β be fixed positive numbers such that 2ǫ ≥ α > 0, β ≥ 1, then the following a

posteriori upper error estimates for the error in the weighted energy norm is obtained,

[30, 49],

||e||2λ,µ ≤ Estα,β, where λ = ǫ− α

2
, µ = 1− 1

β
.

proof.

By (5.13),

||e||2ǫ,1 = ǫ||∇(u− uh)||2 + ||
√
c̄(u− uh)||2,

using estimate (5.17),

(ǫ− α

2
)||∇(u− uh)||2 + (1− 1

β
)||
√
c̄(u− uh)||2 ≤ Estα,β.

Employing (5.12) with λ = ǫ− α
2
and µ = 1− 1

β
leads to

||e||2λ,µ = (ǫ− α

2
)||∇(u− uh)||2 + (1− 1

β
)||
√
c̄(u− uh)||2,

which is less than or equal Estα,β. Thus,

||e||2λ,µ ≤ Estα,β .✷ (5.18)

Let us assume that we have minimised the upper bound Estα,β , i.e., that we have found

the optimal parameters γopt, y
⋆
opt, vopt, and define Estα,β=Estα,β(γopt, y

⋆
opt, vopt, uh).

Let y⋆ = ǫ∇u and v = u− uh, then y⋆ ∈ H(Ω, div) and v ∈ H1
0 . Substitute y⋆ and v in

(5.16) to get

Estα,β =
1

2α

(

(1+γ)||ǫ∇u−ǫ∇uh+ǫ∇(u−uh)||2L2
+(1+

1

γ
)C2

Ω||f−b.∇uh−cuh+∇.ǫ∇u−c(u−uh)+
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−b.∇(u−uh)||2L2

)

+β||
√
c̄(u−uh)||2L2

+

∫

Ω

(ǫ∇(u−uh).∇uh+b.∇uh(u−uh)+c(u−uh)uh−f(u−uh))dx.

Note that

f +∇.ǫ∇u− b.∇u− cu = f − (−ǫ∆u + b.∇u+ cu) = f − f = 0.

Now, rearrangement terms in above equation implies

Estα,β ≤ 1

2α
(1+ γ)||2ǫ∇(u−uh)||2+

∫

Ω

(ǫ∇(u−uh).∇uh+ b.∇uh(u−uh)+ c(u−uh)uh+

−f(u− uh))dx+ β||
√
c̄(u− uh)||2

=
2(1 + γ)ǫ2

α
||∇(u−uh)||2+β||

√
c̄(u−uh)||2−

∫

Ω

(
ǫ∇(u−uh).∇(u−uh)+b.∇(u−uh)(u−uh)+

+c(u−uh)(u−uh)+f(u−uh)
)
dx+

∫

Ω

(
ǫ∇(u−uh).∇u+b.∇u(u−uh)+c(u−uh)u

)
dx.

But

a(u−uh, u−uh) =

∫

Ω

(
ǫ∇(u−uh).∇(u−uh)+ b.∇(u−uh)(u−uh)+ c(u−uh)(u−uh)

)
dx

= ǫ||∇(u− uh)||2 + ||
√
c̄(u− uh)||2, where c̄ = c− 1

2
∇.b,

and ∫

Ω

(
ǫ∇(u− uh).∇u+ b.∇u(u− uh) + c(u− uh)u

)
dx =

∫

Ω

f(u− uh)dx.

So,

Estα,β ≤
(2(1 + γ)ǫ2

α
− ǫ
)
||∇(u− uh)||2 + (β − 1)||

√
c̄(u− uh)||2,

thus,

Estα,β ≤ ||e||2
( 2(1+γ)

α
ǫ2−ǫ,β−1)

. (5.19)
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Theorem 13.

||e||2
(ǫ−α

2
),(1− 1

β
)
≤ Estα,β ≤ ||e||2

(
2(1+γ)

α
ǫ2−ǫ,β−1)

. (5.20)

proof.

The proof is as above, where the first inequality is clear since Estα,β is the minimised

value of the upper bound Estα,β , thus

Estα,β ≤ Estα,β.

Now, by (5.18) the first inequality above is obtained, and the second part of the

inequality is a consequence of (5.19).✷
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Conclusion

In this thesis we reviewed some basic and general theory of the finite element method.

We also discussed the variational formulation and discretization of one and two

dimensional problems. After that, the error estimation in its both types, a posteriori

and a priori is explained.

The main goal of this thesis is to find a posteriori error estimations for Poisson,

reaction-diffusion, and convection- diffusion problems with homogeneous and mixed,

Dirichlet/Neumann, boundary conditions. At the end, we will give some prospective

points for the future work of this thesis; we will deepen more on the subject of the a

posterior error estimates and study applied real-life problems. Also, it is of importance

to implement the final results of the a posteriori estimators to obtain approximation

with least errors for the partial differential equations.
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Appendix

Matlab code for example 1

clear

clc

Interval_Lower_Bound=input(’Interval_Lower_Bound=’);

Interval_Upper_Bound=input(’Interval_Upper_Bound=’);

% inputting n is the number of subintervals needed as a partition.

Number_Of_Subintervals=input(’Number_Of_Subintervals= ’);

n=Number_Of_Subintervals;

% calculating the width of each subinterval "h", where assumed a uniform mesh.

h=(Interval_Upper_Bound-Interval_Lower_Bound)/n;

x0=Interval_Lower_Bound;

a=Interval_Lower_Bound;

b=Interval_Upper_Bound;

syms x

for i=1:n-2

diagonal12_s(i)=int(diff(funk2(x,h,x0+h*i))*diff(funk1(x,h,x0+h*(i+1))),x0+h*i,x0+h*(i+1));

end

for i=1:n-1

central11_s(i)=int(diff(funk1(x,h,x0+h*i))*diff(funk1(x,h,x0+h*i)),x0+h*(i-1),x0+h*i)+...

int(diff(funk2(x,h,x0+h*i))*diff(funk2(x,h,x0+h*i)),x0+h*i,x0+h*(i+1));

end

for i=1:n-2

diagonal21_s(i)=int(diff(funk1(x,h,x0+h*(i+1)))*diff(funk2(x,h,x0+h*i)),x0+h*i,x0+h*(i+1));
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end

for i=1:n-1

s(i,i)=central11_s(i);

end

for i=1:n-2

s(i,i+1)=diagonal12_s(i);

s(i+1,i)=diagonal21_s(i);

end

for i=1:n-1

bb(i)=int(funk1(x,h,x0+h*i)*f(x),x0+h*(i-1),x0+h*i)+int(funk2(x,h,x0+h*i)*f(x),x0+h*i,x0+h*(i+1));

end

bb;

bb=bb’;

xx=double(s)\double(bb);

xx=xx’;

z=[0 xx 0];

y=linspace(a,b,n+1);

plot(y,z,’:r’);

hold on

fplot(’7*x-x^3-6’,[a b]); % a=1, b=2 f=6x

_____________________________________________________________________________________________________

function y=f(x)

y=6*x;

_____________________________________________________________________________________________________

function y=funk1(x,h,x0)

y=(x-(x0-h))/h;

_____________________________________________________________________________________________________

function y=funk2(x,h,x0)

y=(x0+h-x)/h;
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Matlab code for example 2

%EXAMPLE OF THE FORM -au"+bu’+cu=f(x), u’(1)=u’(0)=constant=q. a,b,c in R.

%We take a=-1//b=-5//c=6//f(x)=6x-11//q=2.

syms x

scentral1(1)=int(diff(funk2(x,0.1,0))*diff(funk2(x,0.1,0)),0,0.1);

for i=2:10

scentral1(i)=int(diff(funk1(x,0.1,0.1*i))*diff(funk1(x,0.1,0.1*i)),0.1*(i-1),0.1*i)...

+int(diff(funk2(x,0.1,0.1*i))*diff(funk2(x,0.1,0.1*i)),0.1*i,0.1*(i+1));

end

scentral1(11)=int(diff(funk1(x,0.1,1))*diff(funk1(x,0.1,1)),0.9,1);

for i=1:10

syms x

scentral2(i)=int(diff(funk1(x,0.1,0.1*i))*diff(funk2(x,0.1,0.1*i)),0.1*i,0.1*(i+1));

end

syms s

for i=1:11

s(1,1)=scentral1(1);

s(11,11)=scentral1(11);

s(i,i)=scentral1(i);

end

for i=1:10

s(i+1,i)=scentral2(i);

s(i,i+1)=scentral2(i);

end

s=-s;

%--------------------------------------------------------------------------

%--------------------------------------------------------------------------

syms x

ccentral1(1)=int(diff(funk2(x,0.1,0))*(funk2(x,0.1,0)),0,0.1);

for i=2:10

ccentral1(i)=int(diff(funk1(x,0.1,0.1*i))*(funk1(x,0.1,0.1*i)),0.1*(i-1),0.1*i)+...
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int(diff(funk2(x,0.1,0.1*i))*(funk2(x,0.1,0.1*i)),0.1*i,0.1*(i+1));

end

ccentral1(11)=int(diff(funk1(x,0.1,1))*(funk1(x,0.1,1)),0.9,1);

for i=1:10

syms x

ccentral2(i)=int(diff(funk1(x,0.1,0.1*(i+1)))*(funk2(x,0.1,0.1*i)),0.1*i,0.1*(i+1));

end

for i=1:10

syms x

ccentral3(i)=int((funk1(x,0.1,0.1*(i+1)))*diff(funk2(x,0.1,0.1*i)),0.1*i,0.1*(i+1));

end

syms c

for i=1:11

c(1,1)=ccentral1(1);

c(11,11)=ccentral1(11);

c(i,i)=ccentral1(i);

end

for i=1:10

c(i+1,i)=ccentral3(i);

c(i,i+1)=ccentral2(i);

end

c=-5*c;

%--------------------------------------------------------------------------

%--------------------------------------------------------------------------

syms x

mcentral1(1)=int((funk2(x,0.1,0))*(funk2(x,0.1,0)),0,0.1);

for i=2:10

mcentral1(i)=int((funk1(x,0.1,0.1*i))*(funk1(x,0.1,0.1*i)),0.1*(i-1),0.1*i)+...

int((funk2(x,0.1,0.1*i))*(funk2(x,0.1,0.1*i)),0.1*i,0.1*(i+1));

end

mcentral1(11)=int((funk1(x,0.1,1))*(funk1(x,0.1,1)),0.9,1);
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for i=1:10

syms x

mcentral2(i)=int((funk1(x,0.1,0.1*(i+1)))*(funk2(x,0.1,0.1*i)),0.1*i,0.1*(i+1));

end

for i=1:10

syms x

mcentral3(i)=int((funk1(x,0.1,0.1*(i+1)))*(funk2(x,0.1,0.1*i)),0.1*i,0.1*(i+1));

end

syms m

for i=1:11

m(1,1)=mcentral1(1);

m(11,11)=mcentral1(11);

m(i,i)=mcentral1(i);

end

for i=1:10

m(i+1,i)=mcentral3(i);

m(i,i+1)=mcentral2(i);

end

m=6*m;

a=s+c+m;

syms x

b(1)=int((6*x-11)*funk2(x,0.1,0),0,0.1)+2;

b(11)=int((6*x-11)*funk1(x,0.1,1),0.9,1)-2;

for i=2:10

syms x

b(i)=int((6*x-11)*funk1(x,0.1,0.1*(i-1)),0.1*(i-2),0.1*(i-1))+...

int((6*x-11)*funk2(x,0.1,0.1*(i-1)),0.1*(i-1),0.1*i);

end

d=double(a)\double(b’);

d=d’;

plot(0:0.1:1,d,’r*’)
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hold on

fplot(’((exp(3)-1)/(2*(exp(3)-exp(2))))*exp(2*x)+((1-exp(2))/(3*(exp(3)-exp(2))))*exp(3*x)+x-1’,[0,1]

_____________________________________________________________________________________________________

function y=funk1(x,h,x0)

y=(x-(x0-h))/h;

_____________________________________________________________________________________________________

function y=funk2(x,h,x0)

y=(x0+h-x)/h;
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Matlab code for example 3

function poi2D( )

%

% -div(grad u) = f, in [0,1]x[0,1],

% u = 0, on boundary

%

clear all, clc

% triangulation

g = [2 0 1 0 0 1 0;

2 1 1 0 1 1 0;

2 1 0 1 1 1 0;

2 0 0 1 0 1 0]’;

[p,e,t] = initmesh(g,’hmax’,0.05);

figure(1); clf

pdemesh(p,e,t)

% assemble

[A,b] = assemble(p,e,t,’f’);

% solve

U = A\b;

% visualize

figure(2); clf

pdesurf(p,t,U)

xlabel(’x’), ylabel(’y’), zlabel(’U(x,y)’)

% subroutines -----------------------------------------------------------------

function z = f(x,y)

z = 2*pi^2*sin(pi*x).*sin(pi*y);

function [A,b] = assemble(p,e,t,f)

Nt = size(t,2);

Np = size(p,2);
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Ne = size(e,2);

A = sparse(Np,Np);

b = zeros(Np,1);

for i = 1:Nt

n = t(1:3,i);

x = p(1,n);

y = p(2,n);

dx = [y(2)-y(3); y(3)-y(1); y(1)-y(2)];

dy = [x(3)-x(2); x(1)-x(3); x(2)-x(1)];

area = 0.5*abs(x(2)*y(3)-y(2)*x(3)-x(1)*y(3)+y(1)*x(3)+x(1)*y(2)-y(1)*x(2));

A(n,n) = A(n,n) + (dx*dx’+dy*dy’)/4/area;

b(n) = b(n) + area/12*[2 1 1; 1 2 1; 1 1 2]*feval(’f’,x,y)’;

end

% BC

for i = 1:Ne

n = e(1,i);

A(n,n) = 1e6;

b(n) = 0;

end
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